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Preface

Neurological diseases are a major burden for patients and populations.
There are few animal models in which human diseases can be easily

studied making it mandatory to investigate these problems in humans.

Many of these diseases have still largely unknown causes, but consider-
able progress has beenmade in recent years in diagnosis, prognosis and

treatment. The quantitative approach to neurological diseases has

contributed substantially to the increase in insight into the clinical
aspects of these diseases and this book is a reXection of that. In this

quantitative approach a key role in this is played by clinical epidemiol-

ogy. Epidemiology addresses all major topics in medicine – etiology,
diagnosis, prognosis and treatment. It also addresses, in principle, all

diseases.More recently, epidemiology has combined the tools develop-

ed in molecular biology and genetics with large-scale epidemiological
approaches to identify fundamental causes for some of these nervous

system disorders with the long-term goal of successful intervention.

This book has two main sections. In the Wrst part a general account
of principles of quantitative research in clinical neurology is presented.

This section addresses the design and analysis of clinical studies in

neurology, the genetic approach to neurological diseases, diagnostic
research and clinical decision analysis, prognosis research, in particu-

lar outcomes research and survival analysis, and the role of the clinical

trial in eYcacy studies.
In the second part most major neurological diseases are discussed in

a systematic fashion with an emphasis on etiology, diagnosis, progno-

sis and intervention. For all diseases, implications of these Wndings for
clinical practice are discussed.

We hope that this book will prove helpful for those interested in

clinical neurology and the neurosciences, and in particular for those
aiming at clinical research of the neurological diseases.

Albert Hofman and Richard Mayeux, editors

2001xi
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1

Clinical research design: analytical studies

Richard Mayeux

Analytic studies are used to deWne the relationship between a disease and its

etiology or factors that may alter the course ormanifestations of the disease.While

these studies provide measures of the association between a risk factor, an
exposure or a gene and a disease, Glynn (1) points out that the association may

also be due to chance, the result of an inherent bias or confounding. Analytic

studies usually take the form of observational investigations, but can also include
randomized clinical trials. All aspects of the disease pathway may be investigated

in this fashion.

Disease pathway

The model of the classical disease pathway (Figure 1.1) oVers a way of concep-
tualizing how and when factors act in the process of disease. Etiology refers to a

speciWc cause, while pathogenesis deWnes the mechanism by which the etiology

results in disease. The period between exposure to the cause and the initiation of
the disease process is referred to as the induction period. This period of time is

dependent on the etiology or cause; no speciWc time period can be deWned. The

period between the induction of disease and its detection has been termed by
Rothman (2) as the latency period.

In many neurologic disorders both the latency and induction periods may be

lengthy. Associations between factors and disease may indicate where inXuences
act in the disease pathway. For example, risk factors that act during the induction

period will, most likely, have direct eVects on risk. Traumatic head injury is an

example of a risk factor that is considered by some to increase the risk of
Alzheimer’s disease by promoting the extracellular release of �-amyloid in the

brain (3). Thus, by acting as an inducer of disease, head injury might be expected

to increase the risk of Alzheimer’s disease.
Queries concerning exposures during the latency period, however, might ac-

tually identify risk factors that modify (increase or decrease) the risk associated

with the true etiology, or alternatively, factors that might result from the disease.
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Figure 1.1 Causal pathway of disease.
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For example, several case-control investigations had suggested that cigarette
smoking is associated with a decreased risk of Alzheimer’s disease (4,5). In some

cross-sectional and case-control studies, a history of having smoked is less fre-

quent among patients with Alzheimer’s disease than among healthy controls.
While it is possible that smoking decreases the risk of disease, it is also possible that

smoking behavior diminishes as a result of the disease. That is, that smoking

behavior changes during the latency period before the disease is diagnosed. Thus, a
reduction in smoking during the latency period might actually reXect a manifesta-

tion of disease not a true modiWer of disease risk.

Risk factors and causal inference

Risk factors are antecedents that are considered to be components of the disease
pathway. Many are related to the etiology or cause of the disease (or outcome

being investigated; the same principles may apply to clinical trials where the

outcome is prevention or successful treatment of a disease and the risk factor is the
therapy or intervention used). Cause and causal inference are the subject of great

philosophical debate among clinical scientists (2,6–8). The investigator needs

always to consider the possibility that the association might be due to chance or to
some factor. The ‘‘cause’’ of a disease has been deWned ‘‘as an event, condition or

characteristic that plays an essential role in producing an occurrence of the

disease.’’ Rothman (2) argues that ‘‘cause’’ is a relative concept. For example, he
cites that while smoking ‘‘causes’’ lung cancer, it does not do so in everyone.

Smoking probably causes lung cancer only in those individuals susceptible to

those eVects of smoking. Nonetheless, risk factors, both genetic and environment-
al, may be considered ‘‘causal’’ by researchers if they are found in a higher

proportion of individuals with, than without, the disease or if the risk of develop-

ing the disease over a speciWed time is greater for those individuals with, than
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those without, a particular risk factor. However, it is often very diYcult to
distinguish between a ‘‘causal’’ and ‘‘noncausal’’ association for any given factor

and a disease.

Epidemiologists rely on the principles of causal inference Wrst described by Hill
(6), and further developed and reWned over the last few decades by Susser (7,8)

and Rothman (table 1) (2). In brief, associations should be strong on the argument

that weak associations may be due to confounding or bias. Consistency and
speciWcity of the relationship between the putative risk factor and disease are also

important criteria. Temporal relationship is the most diYcult to establish in

cross-sectional or case-control studies. This criterion requires that the risk factor
be present before the disease. Because ascertainment of cases and information

regarding risk factors is often obtained at the same time it is often diYcult to

conWrm the timing of the exposure with regard to disease onset. Biological
gradient or ‘‘dose-response’’ implies that as the degree of exposure increased to a

putative risk factor or as the number of alleles of a speciWc gene increases, the risk

of disease will be greater. Biologic plausibility is also an important criterion,
demanding a biological reason for any ‘‘causal’’ association.

Clearly, using these principles can help to establish the type of relationship

between exposure and a disease. The use of appropriate statistical tests reduces,
but does not eliminate, the possibility that chance alone accounts for the observed

association. Appropriate study design and consideration to systematic bias and

confounding also help to establish association between the exposure and disease.
The purpose for maintaining the principles of causal inference and eliminating

chance, bias, and confounding is to establish validity.

Types of analytic studies of risk factors

Typically, we investigate relationships between risk factors and disease using one
of the approaches illustrated in Figure 1.2. The case-control study is essentially

retrospective and estimates the ‘‘odds’’ of having been exposed to a risk factor,

given case-control status. The advantage of a case-control study is its relatively low
cost and eYciency in its design and conduct. Cases are selected by some a priori

criteria and matched with healthy controls (those without the disease) from the

same population. The investigator ascertains historical information regarding the
type, duration, and means of exposure. The case-control design has limitations in

that patient status and risk factors are determined at the same time. Therefore, the

temporal sequence is often diYcult to establish and one cannot measure incidence
rates of disease in those exposed and unexposed to a risk factor. Thus, it is diYcult

to establish attributable risks (risk diVerences) between those exposed and unex-

posed. Another problem is eliminating recall bias. Cases are more likely than
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Figure 1.2 Types of analytic studies in epidemiology.
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controls to have considered possible explanations for their illness (real or imag-

ined). Given the structure of a case-control or cross-sectional study, the investiga-

tor is usually able to derive a testable hypothesis rather than Wrmly establish a
cause–eVect association.

The cohort study is prospective in design and generally allows the ascertainment

of exposure before the occurrence of disease. This allows calculation of incidence
rates in those exposed and unexposed to the risk factors, but requires follow-up of

a large number of individuals because risk factor data are collected prior to disease

onset. It is costly and investigators are not always able to control confounding
variables and maintain high follow-up rates. Other outcomes may be expected.

For example, a prospective study of Alzheimer’s disease or Parkinson’s disease

would likely encounter heart disease and stroke at greater frequency. Another
problem with longitudinal follow-up is that the risk factors under observation

may become less important during the period of observation. For example, a study

of smoking behavior and the risk of Alzheimer’s disease may need to include the
use of estrogen supplements by women. If the investigators did not include that

information at the baseline interview, it will be diYcult to add the study at a later

date without biasing the results.
Occasionally, a cohort may have been gathered for a speciWc investigation and

followed for a period. Later an investigator may want to reconstitute the cohort in

order to investigate another disease entity. He or she may wish to study factors
that were collected previously but will investigate new outcomes or disease which

were not part of the original study goals. This ‘‘retrospective cohort’’ has the design

of a prospective study but cases are determined in the present time. These types of
study are more practical and less costly than prospective cohort studies, but it is

often diYcult to reconstruct the original cohort and identify other factors ac-

counting for disease occurrence at follow-up. Thus, validity is a concern.



Table 1.1. Types of bias

Selection bias

Diagnosis bias (Berkson’s bias)

Recall and information bias

Prevalent case bias (Neyman’s fallacy)
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An alternative, but less often used method, is the case-base method in which a

random (stratiWed) sample of the base or referent population is interviewed for

the putative risk factors. Then all incident cases are identiWed from the entire base
population over a speciWed time period and the frequencies of risk factors in these

cases are similarly determined. Because the sampled base yields essentially com-

plete information on the base population, the investigator is able to estimate rates
of disease in those exposed and unexposed to the risk factors of interest, assess

attributable risk, and establish risk proWles with considerable economy over the

cohort method. The problem of temporal direction is diYcult to establish in this
type of investigation because the same issues that limit the usefulness of case-

control studies apply here as well: ascertainment of patient status and risk factors

occurs at the same time.
Thus, while cross-sectional, case-control and case-base studies are economical

and more pragmatic than longitudinal studies, they may only be useful for

deriving hypotheses. In most instances, deWnitive analytic studies need to rely on
prospective, cohort studies of risk factors.

Validity

The most serious concern in analytic studies is maintaining validity. To para-

phraseGlynn (1), bias is usuallyminimized rather than eliminated andmisclassiW-

cation or exposure or diagnosis can have a major eVect on the outcome of the
study. Simply relying on the use of statistical signiWcance or ‘‘p’’ values is

insuYcient.

Bias

In epidemiological studies two or more groups are usually compared for the

frequency of exposure to a putative risk factor or factors. Procedures in the

selection of either cases or controls can lead to a biased or invalid study (Table
1.1). Methods used for the selection of both cases and controls are the subject of

intense discussion (9). In brief, case deWnitions must be considered in terms of

sensitivity, speciWcity, and their eVect on the validity, sample size, precision, and
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power. Overly restrictive case selection (lack of sensitivity) can lead to a loss of
precision and power by reducing the sample size, and broad criteria (lack of

speciWcity) produces misclassiWcation that may bias the measure of any eVect.

Validity should always outweigh power and precision, and speciWcity (and the
more restrictive case deWnitions) should outweigh sensitivity (and the more

inclusive case deWnitions). The choice of a control implies some concept of the

source population for both cases and controls. That is, controls should be selected
to represent the population fromwhich the cases were identiWed. Most important-

ly, controls should be from the same population at risk of the disease or condition

being investigated.
Selection bias can result from any known or unknown inXuence motivating the

way in which the selection of subjects for the study occurred. For example, if an

individual is convinced that exposure to certain toxic fumes leads to Alzheimer’s
disease, then individuals with a history of such an exposure might seek to

participate in a study of toxic fumes and Alzheimer’s disease. The self-selection bias

in this type of study might lead to the conclusion that toxic fumes are related to the
cause of Alzheimer’s disease.

Diagnostic bias can also be a problem. Berkson’s bias refers to the probability of

a hospitalization among patients with one or more conditions compared with that
among patients with only one of the conditions. Thus, individuals drawn from

hospital populations are likely to be diVerent and most likely ‘‘sicker’’ than a

group of cases drawn from a general population. This type of bias extends to the
use of cases in tertiary centers or specialized centers. It is quite likely that the

patients in a specialized center are also self-selected and the motivation for

coming to the clinic is immeasurable. Thus, any set of risk factors, environmental
or genetic, might be unique to such a group of individuals.

The use of prevalent versus incident cases in observational, correlative, or

case-control studies can also be a source of bias. Because prevalence is the product
of incidence� duration, prevalent cases may acknowledge factors that promote

longer and better survival than incident cases. Thus, one is obtaining risk factors

potentially related to survival rather than disease risk. As with the other forms of
bias, prevalent case bias or Neyman’s fallacy, promotes the underlying concern that

the relationship between a risk factor and disease is diVerent for those who

participate (self-selected, specialty clinical hospital cases or prevalent cases) than
for individuals who would have been eligible to participate but were otherwise

aware of the study (9).

Information bias primarily concerns the collection of information from partici-
pants in a study. For case-control studies of risk factors the potential for one type

of information bias, recall bias, is always present. Cases and controls diVer in that

one has the disease, the other does not. This diVerence, while obvious, may aVect
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recall of exposure diVerently for cases than for controls. This is further compli-
cated in studies of Alzheimer’s disease where the individual is not capable of

describing previous exposures. A spouse or family member may be called upon to

provide such information. Alzheimer’s disease may have aVected the ability of a
family member or spouse to remain objective in recalling past exposures in their

aVected family member. DiVerential misclassiWcation (usually in cases) of expo-

sure in a study has disastrous eVects on validity. A highly motivated spouse as an
informant for a patient with Alzheimer’s disease might have strong opinions

about a potential risk factor–disease relationship, whereas a control or his or her

spouse may not have such opinions. This leads to diVerential misclassiWcation of
exposures, and could promote an association where none existed. NondiVerential

misclassiWcation of exposure is less severe, favoring a null eVect of no association.

NondiVerential exposure often occurs when the ability to remember an exposure
(e.g., early life event) is equal for both cases and controls. DiVerential recall bias

can be overcome by using a prospective cohort design in which exposure to risk

factors is obtained before individuals develop disease.

Confounding

Confounders are, by deWnition, extraneous factors that are related to the disease
and to a risk factor or exposure related to the disease (2). The confounder usually

predicts disease in the absence of any risk factor. Perhaps the best known confoun-

der is age. Advancing age is associated not only with Alzheimer’s disease, but with
a large number of disorders. Thus, age is not a ‘‘cause’’ but represents a confoun-

der because it is involved in the relationship between any putative risk factor

(environmental or genetic) and disease.
It is often diYcult to be certain that a risk factor is not a confounder. ScientiWc

judgement, experience, and investigation can help to clarify these relationships. In

fact, the relationship between a confounder and disease may be stronger than that
between a speciWc risk factor and disease. Finally, potential confounders must be

accounted for by statistical adjustment or stratiWcation in order to fully appreciate

the relationship between a risk factor and disease. Nonetheless, the eVects of
strong confounders such as age, gender, or ethnic group may not be fully

eliminated in any statistical association.

Conclusions

Analytic studies are increasingly important for understanding relationships be-

tween diseases and their causes. Each study design has its strengths and weak-

nesses. Exploratory studies should take the form of cross-sectional or case-control
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investigations with the goal of looking at many factors in order to derive general
hypotheses. Themore expensive cohort study can be used to test speciWc hypothe-

ses. Investigators have to consider cost and eYciency in their design as well as the

potential public health impact of any observed association.
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2

Genetic epidemiology in neurologic disease

Ruth Ottman

Rapid developments in molecular genetics in recent years have aVorded tremen-

dous growth in our understanding of the pathophysiology of many neurologic

diseases. However, progress has been slower for common diseases of major public
health impact (e.g., Alzheimer’s disease, essential tremor, epilepsy) than for rare

Mendelian disorders (e.g., Huntington disease, neuroWbromatosis). The reason

for this slow progress is that in most common neurologic disorders, the genetic
contributions are exceedingly complex. The research tools of genetic epidemiology

are uniquely suited to deal with this type of complexity (1). This multidisciplinary

Weld, which has emerged over the last 15–20 years, combines concepts and
methods from epidemiology, biostatistics, clinical genetics, molecular genetics,

and population genetics, as well as new approaches developed speciWcally for

study of the genetic contributions to complex diseases.
This brief introduction to genetic epidemiology in neurologic disease will

address : (1) the basis of the complexity in the genetic contributions to common

neurologic disorders, (2) gene–environment interaction, (3) the pathway for
investigating the genetic contributions to disease risk, (4) methods for collection

of accurate information on disease occurrence in families, and (5) research

strategies commonly employed in genetic epidemiology.
Genetic epidemiologists frequently distinguish between ‘‘simple’’ and ‘‘com-

plex’’ genetic diseases. Simple genetic diseases have inheritance patterns that

conform to classical Mendelian laws, whereas complex diseases do not. Complex
diseases tend to aggregate in families, but their familial distributions are inconsist-

ent with straightforwardMendelianmodes of inheritance (autosomal or X-linked,

dominant or recessive). Moreover, with complex diseases both genetic and
environmental factors generally contribute to susceptibility, and may interact in

their inXuence on risk (2–4). Clinical presentation varies widely, and the role of

genetic susceptibility may diVer among subgroups deWned by features such as age
at onset or clinical severity. Within narrowly deWned clinical subsets, the import-

ant genetic and nongenetic mechanisms may diVer among families. Even within



Table 2.1. Sources of complexity in ‘‘complex’’ diseases

1. Reduced penetrance

2. Etiologic/genetic heterogeneity

Genetic vs. nongenetic causes

Locus heterogeneity

Allelic heterogeneity

3. Pleiotropy

4. Epistasis

5. Gene–environment interaction
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the same family, the eVect of a speciWc genotype may diVer among individuals

because of the modifying eVects of other genes or environmental factors.

Most simple genetic diseases are very rare. For example, the birth prevalence of
von Recklinghausen neuroWbromatosis, an autosomal dominant disease, is ap-

proximately 0.02% (i.e., 1/5000 births). Investigation of the genetic epidemiology

of simple genetic diseases might include assessment of the eYcacy of genetic
screening programs (e.g., adult screening for Tay Sachs disease, neonatal screening

for phenylketonuria), comparison of gene frequencies across diVerent popula-

tions, and investigation of the causes of chromosomal abnormalities such as
trisomy 21 (the cause of Down syndrome).

In general, complex diseases are much more common than simple genetic

diseases. Some examples in neurology would include (among many others):
epilepsy, Alzheimer’s disease (AD), Parkinson’s disease (PD), migraine, essential

tremor, and amyotrophic lateral sclerosis (ALS). Lifetime cumulative incidence of

epilepsy (to age 74) is approximately 3% (5), 150 times as high as the birth
prevalence of von Recklinghausen neuroWbromatosis.

The fundamental basis for the complexity in these diseases is that there is an

imperfect correspondence between the genotype (i.e., the actual genes) and
phenotype (i.e., the anatomic or functional manifestation of the genotype). Five

reasons for this imperfect correspondence are listed in Table 2.1. First, the

genotypes raising risk for complex diseases may have reduced penetrance. Pene-
trance is the probability that a person with a speciWc genotype will manifest the

disease. If penetrance of a disease susceptibility genotype is reduced, some persons

with the high risk genotype will be unaVected, suggesting that nongenetic factors
may be required for phenotypic expression. The implication is that in studying

complex diseases in families, one cannot assume that unaVected individuals do

not carry a susceptibility gene. A related concept is variable expressivity, in which
disease manifestations vary across individuals in terms of age at onset, clinical

severity, etc. Variable expressivity is sometimes observed even in so-called simple

genetic diseases. With neuroWbromatosis, for example, the severity of clinical
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symptoms may range from barely visible to dramatically abnormal, even within a
single pedigree.

Second, etiologic/genetic heterogeneity is common in complex diseases. Disease

risk is often inXuenced by diVerent genetic and nongenetic factors in diVerent
families, or in diVerent clinically deWned subsets of the disease. Etiologic hetero-

geneity here refers to genetic or nongenetic mechanisms as alternative causes of

the same phenotype. The genetic epidemiology of epilepsy provides a clear
example of etiologic heterogeneity. There is strong evidence for a genetic contri-

bution to idiopathic/cryptogenic epilepsy, where no speciWc environmental insult

has been identiWed. However, recent studies indicate that the genetic contribu-
tions are minimal for epilepsy occurring in the context of an identiWed postnatal

environmental insult to the central nervous system (6), and the same clinical form

of epilepsy, in terms of seizure type, age at onset, etc., can occur either in the
presence or the absence of an environmental insult.

Two types of genetic heterogeneitymay be distinguished. With locus heterogen-

eity, mutations at diVerent genetic loci may produce the same clinical phenotype.
With allelic heterogeneity, alternative alleles at a single locus may produce the

phenotype. Both locus and allelic heterogeneity have been demonstrated in AD. So

far, four susceptibility genes have been found, on chromosomes 1, 14, 19, and 21
(7,8); and other, as yet unidentiWed, loci probably also contribute to susceptibility.

For two of the mutations that have been identiWed, allelic heterogeneity is

extensive. Multiple diVerent disease-causing mutations have been found in the
amyloid precursor protein gene (APP) on chromosome 21, and in the presenilin-1

gene on chromosome 14 (7).

Third, disease susceptibility genotypes often have pleiotropic eVects, resulting in
multiple phenotypic manifestations aVecting several diVerent disorders, or even

diVerent organ systems. The implication is that when we study a single complex

disorder in families, we might be leaving out other disorders that result from the
same genotypes. For example, in a recent study of the families of persons with ALS,

risk was increased not only for ALS, but also for dementia, and possibly PD,

suggesting an underlying genetic susceptibilitymay raise risk for all three disorders
(9). Similarly, a gene localized to chromosome 17 apparently has multiple

phenotypic eVects, including dementia, parkinsonism, amyotrophy, and disin-

hibited behavior (10).
Fourth, some genetic inXuences on susceptibility to complex diseases may

involve genetic interaction (epistasis). With epistasis, the genotype that raises risk

for the disorder involves the interacting eVects of alleles at diVerent loci. One
possible example of epistasis was reported in a study of familial AD, where carriers

of a mutation in the APP gene on chromosome 21 had younger age at onset of AD

if they also carried APOE-�4 alleles than if they did not (11).



Figure 2.1 Five biologically plausible models of gene–environment interaction that may apply to dis-
eases with complex genetic influences.
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Fifth, disease risk may involve gene–environment interaction, deWned as a diVer-

ent eVect of a susceptibility genotype on disease risk in individuals with diVerent

environmental exposures (4). This can complicate study of both genetic and
environmental factors in disease causation, because the eVect of a genotype might

be greater in exposed than in unexposed persons, or might be restricted to those

exposed.
Figure 2.1 illustrates Wve biologically plausible models of gene–environment

interaction that may apply to diseases with complex genetic inXuences (2,4). In

Model A, the eVect of the genotype is to produce, or increase expression of, a ‘‘risk
factor’’ that can also be produced environmentally. In Model B, the genotype

exacerbates the eVect of the risk factor, but there is no eVect of the genotype in

unexposed persons. In Model C, the exposure exacerbates the eVect of the
genotype, but there is no eVect of the exposure in persons with the low risk

genotype. In Model D, both the exposure and the genotype are required to

increase risk. Finally, in Model E, the exposure and the genotype each aVect



Table 2.2. Pathway for studying the genetic contributions to disease risk

1. Is the disease familial?

2. What causes the familial aggregation?

Shared behaviors/cultural factors (e.g., diet, smoking)

Common environmental exposures (e.g., air or water pollution)

Genetic susceptibility

3. What types of genetic eVects are there?

Single major genes (dominant or recessive, autosomal or X-linked)

Epistatic eVects

Polygenic eVects

Chromosomal abnormalities

4. How do the gene(s) inXuence disease risk?

Chromosomal localization

Gene identiWcation

Functional studies
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disease risk when they occur individually, and when they occur together risk may
be higher or lower than predicted from their individual eVects.

A recent study tested consistency with these models in an analysis of the

relations between genetic susceptibility and head injury on the risk of AD (12).
Risk of AD has consistently been found to be increased in individuals either

heterozygous or homozygous for the �4 allele of the apolipoprotein E (APOE)

gene on chromosome 19 (13); thus APOE genotypes were used as a measure of
genetic susceptibility to AD. When individuals with neither APOE-�4 alleles nor

head injuries were used as the reference group, risk of AD was not increased in

head-injured individuals without APOE-�4 alleles, but was increased two-fold in
APOE-�4 carriers without head injuries, and 10-fold in APOE-�4 carriers with

head injuries. These results are generally consistent with model C; they suggest

that head injury has no eVect on AD risk when acting by itself, but it exacerbates
the eVect of APOE-�4 on AD risk.

The pathway for studying the genetic contributions to disease risk begins with

investigation of the degree to which the disease aggregates in families (Table 2.2).
If familial aggregation is observed, this does not necessarily imply a genetic

etiology. Alternative explanations include behavioral risk factors shared by family

members (e.g., diet, smoking, exercise habits), and common environmental expo-
sures to family members who live together (e.g., air pollutants, water pollutants,

radiation). Thus the second step in investigation of a complex disease involves

disentangling genetic from environmental causes of familial aggregation. If genetic
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inXuences do appear to be important, the third step involves investigation of the
types of genetic eVects that are important, whether they involve single genes,

combinations of genes (epistatic or polygenic eVects), or chromosomal abnormal-

ities. Finally, studies are designed to identify the susceptibility genes themselves,
and to determine the mechanisms by which they inXuence disease risk.

Collection of accurate information about the disease status of family members

is essential to all study designs in genetic epidemiology. There are two basic
designs for collection of this type of information. In family history studies,

information about disease in family members is obtained indirectly, from family

informants. For many disorders, data obtained in this way have low sensitivity, i.e.,
many of the relatives who are truly aVected are missed. For example, in a recent

study of the validity of family history data on migraine headache, only 44% of the

relatives who were diagnosed with migraine, based on self-reported symptoms,
were reported by family informants to be aVected (14). Sensitivity of family

history data can be improved by restricting data collection to close relatives of the

informants (generally Wrst-degree relatives, i.e., parents, siblings, and oVspring),
selecting the informants likely to have the most complete information about the

disease of interest, and interviewing multiple informants.

In family studies, on the other hand, data on the disease status of family
members are obtained directly, through interviews or diagnostic testing of the

relatives themselves. The data collected using this approach have higher sensitivity

than those from family history studies. However, family studies are much more
costly and time-consuming than family history studies. Also, data collection in

family studies is necessarily incomplete because some relatives are always unavail-

able for direct testing (e.g., those who are deceased, cannot be located, or refuse to
participate). Thus in practice, an intermediate approach between these two

methods generally must be used (15).

Table 2.3 lists seven research strategies commonly used in genetic epidemiology.
Familial aggregation studies focus on the Wrst step in the pathway outlined in Table

2.2. The essential question posed in such studies is, ‘‘Does the disease occur more

commonly in the families of aVected individuals than in the families of unaVected
individuals?’’ The data used to answer this question may be analyzed from two

diVerent perspectives (16). From the classical case-control perspective, a ‘‘positive

family history’’ of disease is viewed as a risk factor, or ‘‘exposure,’’ and disease
status in cases and controls is viewed as the outcome. This can be problematic

because the probability that a case or control has a family history of disease is

inXuenced by the number of relatives at risk of disease in the family, and the age
and other risk factors of the relatives. An alternative perspective, termed the

‘‘reconstructed cohort approach,’’ treats the relatives of the cases and the relatives

of controls as a cohort whose disease risk is to be evaluated. The ‘‘exposure’’ is



Table 2.3. Research strategies commonly used in genetic epidemiology

1. Familial aggregation studies

Does the disease occur in some families more often than expected by chance?

2. Twin studies

Is the concordance rate higher in monozygotic twins than in dizygotic twins?

3. Adoption studies

Is the risk higher in biological relatives of aVected adoptees than in biological relatives of

unaVected adoptees?

4. Path analysis

Are the similarities among relatives in the disease or trait explained by shared genes or shared

environmental factors?

5. Seregation analysis

Is the distribution of aVected individuals in families consistent with a speciWc mode of

inheritance?

6. Linkage analysis

Is a disease susceptibility gene located on a chromosome, near a genetic marker?

7. Disease–genotype association studies

Is the frequency of a marker allele higher in aVected individuals than in unaVected individuals of

the same ethnicity?
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then deWned by relatedness to the cases or controls. The hypothesis to be tested is

that the disease risk is higher among relatives of cases than among relatives of
controls. Control for the relatives’ years-at-risk of disease (and any other informa-

tion that might be available on the relatives’ risk factors) can easily be accom-

plished through survival-based methods (e.g., life tables or Cox proportional
hazards modeling) (17).

Twin studies, adoption studies, and path analysis are all designed to address the

second stage of investigation in Table 2.2, namely distinction between genetic and
nongenetic causes of familial aggregation. Twin studies can be used to advantage

for investigating both genetic and environmental eVects. In investigating genetic

eVects, the within-pair similarities of monozygotic and dizygotic twins are com-
pared, on the assumption that genetic eVects would produce greater similarity in

the two cotwins of a monozygotic pair (who share 100% of their genes) than in the

two cotwins of a dizygotic pair (who share on average 50% of their genes). To
elucidate environmental inXuences on disease risk, discordant monozygotic twins

can be compared with respect to their histories of environmental exposure.

Adoption studies can be designed in two ways. The Wrst asks the question, ‘‘Is
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the disease risk higher in the biological than in the adopted relatives of aVected
adoptees?’’ This is potentially biased because of social diVerences between people

who adopt children and those who put children up for adoption, which may be

associated with risk for some diseases. The alternative, preferred approach asks the
question, ‘‘Is the disease risk higher in biological relatives of aVected adoptees than

in biological relatives of unaVected adoptees?’’

In path analysis, multiple regression-based statistical techniques are used to
investigate the extent to which phenotypic similarities among relatives can be

explained by shared environmental factors as opposed to genetic factors. This

method is often used for analysis of data from twin and adoption studies, as well as
for analysis of other types of familial data.

Segregation analysis is focused on the third stage of investigation in Table 2.2,

namely elucidation of the types of genetic eVects that underlie familial aggregation
of the disease or trait. In this method, the observed familial distribution is

compared with the distribution expected from various speciWc genetic models, to

determine the most likely mode of inheritance.
Linkage analysis generally asks the question, ‘‘Is a disease susceptibility gene

located on a chromosome near a genetic marker?’’ Chromosomal localization of a

susceptibility gene is a Wrst step in the Wnal stage of investigation in Table 2.2,
namely identiWcation of the pathogenic mutation. The linkage approach involves

statistical assessment of the evidence for cosegregation, within families, of a

disease phenotype and a genetic marker. The analysis must be performed within
families, because the speciWc marker allele associated with the disease generally

varies from family to family, in accordance with the allelic distribution of the

marker in the population. Such a within-family association is not likely to occur
because of systematic bias, becausemost genetic markers have no clinical manifes-

tations or social connotations, and marker information is collected by laboratory

analysis of biological samples, independently of disease status. It provides strong
evidence both that disease susceptibility is inXuenced by a gene (otherwise the

disease would not be expected to cosegregate with a genetic marker), and the

chromosomal location of the susceptibility gene is near that of the marker. The
power of this method has been greatly expanded in recent years, due to develop-

ments in molecular biology, statistical genetics, and computer applications.

Finally, studies of disease–genotype associations ask, ‘‘Do aVected individuals
have a higher frequency of a speciWc marker allele than unaVected individuals (or

the general population)?’’ This type of association is not expected in most cases of

genetic linkage. If it is observed, then great care must be taken to rule out, as an
explanation, confounding eVects arising from diVerent distributions of ethnicity

in cases and controls. This problem can occur as a result of population stratiWca-

tion, where marker allele frequencies vary by ethnicity. If confounding eVects can
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be ruled out, then the association could reXect either linkage disequilibrium
(implying very tight linkage between a disease gene and the genetic marker), or a

direct, causal eVect of the associated allele on the disease. The consistent associ-

ation of AD with APOE-�4 provides an excellent example of this type of associ-
ation. Since APOE plays an important role in amyloid deposition, the association

may result from a causal eVect of APOE-�4 on AD risk (13). However, the APOE

association appears to vary by ethnicity, suggesting that it may be due to linkage
disequilibrium with another susceptibility locus on chromosome 19 (18).

In summary, many common neurologic disorders appear to aggregate in

families in patterns that do not conform with simple Mendelian laws. For these
disorders, the eVects of genetic susceptibility on disease risk are unclear. Elucida-

tion of these eVects holds great promise for increasing understanding of basic

pathophysiologic mechanisms. The research tools of genetic epidemiology, aimed
at unraveling the genetic and environmental contributions to disease and their

interactions, oVer an exciting opportunity to resolve some of the most important

current questions in neurologic research.
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Gene–environment interaction in neurologic
disorders

Cornelia M. van Duijn

Introduction

In the past decade considerable progress has been made in unraveling the etiology

of important major genetic diseases including neurogenetic disorders such as
Huntington disease and autosomal dominant forms of Alzheimer’s disease. At

present, genetic research focuses on common neurologic diseases including Alz-

heimer’s disease, Parkinson’s disease, stroke and multiple sclerosis. Although it
will be far more diYcult to uncover the genetics of these complex disorders, as the

Human Genome Project and molecular technology advances, the chances of

success appear to be high. The pathogenesis of these disorders is more complex in
that multiple genetic and environmental factors may interact. For the purpose of

research as well as clinical practice, a key issue to resolve will be the interaction of

genetic and environmental factors. In this chapter, the basic concept of gene–
environment interaction will be discussed including the deWnition and principal

mechanisms. Further, the evidence for gene–environment interaction will be

addressed. Finally, some critical considerations for future research will be given.

Definition

Gene–environment interaction may be deWned in several ways. From the perspec-
tive of a neurogenetic disorder, gene–environment interaction implies that the

risk of disease associated with mutations or common genetic variations (i.e.,

polymorphisms) in genes is altered by a nongenetic risk factor. It is important to
realize that in the case that an environmental factor causes a mutation, e.g.,

radiation leading to germ-line and/or somatic mutations, this does not imply

there is evidence for interaction. In most cases it may be solely the mutation that
determines the risk of disease without any interference of the environmental

factors in the disease pathogenesis.

The environment may play a role at any level of the pathogenesis of a



Figure 3.1 Gene–environment interaction in the disease pathogenesis.
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neurogenetic disease (see Figure 3.1). At the stage of the etiology of the disease,

genetic and environmental factors may interact and the risk of disease may be
determined for a large part by the interplay between genetic and environment

factors. However, the interaction between genetic and nongenetic factors is likely

to determine also the course of disease after diagnosis. The most evident example
from clinical practice is that genetic factors may determine in part the disease

prognosis. If the course of disease is modiWed by therapeutic intervention, genetic

factors may also interfere with their eYciency of drugs.

Mechanisms

Although gene–environment interaction is expected to be complex, Ottman (1)

has shown that there are only a limited number of pathways through which a

genetic and environmental factor may interact. If one considers the most simple
case of the interaction between one genetic and one environmental factor, there

are only four models possible (Figure 3.2). Under the Wrst model, the genetic

factor is the primary determinant of the disease, while the environmental factor
has no eVect by itself but merely modiWes the risk associated with the genetic

factor. Vice versa, model 2 speciWes that the environmental factor is the primary

determinant of the disease, while the genetic factor modiWes only the risk asso-
ciated with the environmental factor but the genetic factor does not have an eVect

by itself. In model 3, a mechanism is speciWed in which only subjects exposed to

both the genetic and environmental factor are at increased or decreased risk of a
certain outcome. Finally, in model 4, both the genetic and environmental factor

may increase or decrease risk of a certain outcome by themselves, but the eVect of

each of these factors depends on the presence or absence of the other factor.



Figure 3.2 Models for gene–environment interaction according to Ottman (1990).
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Since gene–environment interaction implies that the risk of disease associated
with a certain factor is altered by another factor, it can be shown that the diVerent

models underlying the interaction may be disentangled simply by stratifying the

data according to the presence or absence of the two factors under study (1). The
hypothesis to be tested under model 1 speciWed in Figure 3.2 is that the risk of a

certain outcome associated with the genetic factor diVers signiWcantly between

those exposed and nonexposed to the environmental factor.
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These models can be easily extrapolated to the interaction between multiple
genetic and environmental factors. The number of possible mechanisms will grow

tremendouslywhen the interaction betweenmultiple factors is addressed. This not

only makes the interpretation of Wndings less straightforward, but also imposes a
study design in which large numbers of subjects are to be studied, in order to have

suYcient statistical power for the extensive subgroup analyses required.

Empirical evidence

Although gene–environment interaction may occur at any level of the pathogenic

process, interactions may be particularly important from the point of disease
prevention in neurodegenerative diseases with a late onset. ModiWable age-de-

pendent environmental factors are likely to inXuence the risk and onset of disease.

Genetic factors play an important role in the etiology of various neuro-
degenerative disorders such as Alzheimer’s disease (AD), amyotrophic lateral

sclerosis (ALS) and Parkinson’s disease. For ALS and Parkinson’s disease these

concern Mendelian dominant or recessive mutations. Given the strength of
familial aggregation and the variable disease expression, it is to be expected that

also genetic factors with a more modest eVect are implicated. The eVect of these

genetic risk factors may for a large part be determined by other, genetic and
nongenetic factors. In particular, the Wndings of a high incidence of subclinical

Parkinson’s disease in genetically identical cotwins at positron emission tomogra-

phy but major diVerences in clinical expression suggests that environmental
factors modify the disease expression (2,3).

In recent years, remarkable progress has been made in the unraveling of the

genetic basis of AD (4). Various mutations in three genes (Amyloid Precursor
Protein gene, Presenilin-1 and -2 genes) have been identiWed which can lead to

AD, but these are all extremely rare. The apolipoprotein E gene is a more common

factor involved in Alzheimer’s disease. As the risk associated with the polymor-
phisms known to date is highly variable, this gene has been a suitable candidate for

studies of gene–environment interactions. There is evidence that the risk asso-

ciated with the apolipoprotein E is modiWed by other genetic and nongenetic
factors including head trauma, estrogen use, viral infections, smoking, and vascu-

lar disease and risk factors.

Considerations

It is becoming increasingly clear that a great number of common neuro-

degenerative disorders result from an interplay of genetic and environmental risk

factors. The clinical and public health implications of genetic factors in terms of
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disease prevention and care are not straightforward if risks associated with these
genetic factors are not properly quantiWed. Studies of gene interactions will be of

growing import in etiological and clinical research.

For most neurologic disorders, little is known of gene–gene and gene–environ-
ment interactions. This is partly explained by the lack of knowledge of the genetic

and environmental factors implicated in the disease pathogenesis. However, a

major methodologic problem in studies of gene–environment interaction con-
cerns the statistical power. To address the issue of gene–gene interactions and

gene–environment interaction with suYcient statistical power, large numbers of

patients and controls have to be studied (5). Themost important issue to resolve is
the low statistical power of studies of gene interactions. The statistical power

decreases further when studying the interaction between three or more factors.

Thus, to determine the relative contribution of various genetic factors to the
occurrence and progression of disease in interaction with nongenetic factors and

therapeutic interventions requires extensive studies of genetic and environmental

factors in large study populations.
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Analysis, reanalysis, and meta-analysis in
neurology

Walter A. Rocca

Introduction

The scope of this chapter is to illustrate the problems and the methodologic issues
involved in collaborative reanalyses. The theoretical discussion and the deWnition

of terms are kept to a minimum (1,2). Emphasis is given to factual examples

derived from the neurologic literature and from the personal experience of the
author.

The chapter covers an example of reanalysis of descriptive epidemiologic data

(e.g., incidence and prevalence studies) and an example of reanalysis of analytic
epidemiologic data (e.g., case-control and cohort studies). The much more

prominent application of reanalysis to experimental epidemiology (e.g., clinical

trials) is not covered here. The two examples used concern Alzheimer’s disease
(AD) and are derived from the extensive work of the European Community

Concerted Action Epidemiology and Prevention of Dementia (EURODEM) (3–

6). Some of the problems andmethodologic issues illustratedmay refer speciWcally
to AD and may not be generalizable to other diseases; however, the two examples

should conveniently illustrate some general aspects of reanalysis.

The next few paragraphs deWne the terms used and explain the disagreement on
the deWnition of meta-analysis. Analysis is the application of statistical techniques

to describe the data collected or to test hypotheses on the data collected in an

individual epidemiologic study. Reanalysis is the subsequent analysis of a database
fromwhich primary analyses have been reported. Reanalyses are conducted when,

for example, a new hypothesis has been proposed after the initial analyses had

been completed. Data from an individual study may also be reanalyzed using a
diVerent statistical approach.

The term collaborative reanalysis is used when reanalyses involve more than one

database, in general with the collaboration of several investigators who conducted
the initial studies. A collaborative reanalysis is generally more sophisticated and

powerful than a traditional literature review. An important limitation of literature

reviews is that the reviewer(s) must rely upon published data. Almost always, the
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format of data reported varies across studies; for example, age classes for incidence
or prevalence Wgures are aggregated according to the structure of the speciWc

population or according to some conventional format. Another common problem

is the use of open age classes, e.g., prevalence or incidence Wgures for the age class
‘‘85 +’’ or ‘‘90 +.’’ In addition, journal editors often impose limits to the display of

data; this policy may impede the reanalysis of published data. A common example

is the publication of prevalence or incidence Wgures without displaying their
denominator, or the report of an age- and sex-speciWc graph without a corres-

ponding table with the numerator and denominator data. For case-control

studies, it is common to report odds ratios, p values, and conWdence intervals
without displaying the actual numbers from which these measures were derived

(7).

When reanalyses involve the pooling of data from randomized clinical trials,
cohort studies, or case-control studies, the term meta-analysis has often been used

in recent years (1). Meta-analysis has a qualitative component, namely the appli-

cation of criteria of quality for the selection of studies to be included, and a
quantitative component, namely the integration of numerical information (2).

Meta-analysis includes aspects of an overview, and of pooling of data, but implies

more than either of these processes (2).
Clayton suggests that the termmeta-analysis should be restricted to the pooling

of data from randomized clinical trials in which both bias and possible confound-

ing are eliminated (or at least reduced) by the use of blindness and random
allocation (8). In analytic epidemiology, pooled analyses may not add substan-

tially to individual analyses because of the possibility of bias and confounding. An

increase in the sample size of a study without an accompanying improvement in
the quality of data will not necessarily yield beneWt (9). The uncertainty regarding

the interpretation of results from a case-control or cohort study is due primarily to

the possibility of bias (10). The uncertainty caused by limitations in statistical
power is only a small component of the overall uncertainty. Pooling of data may,

at best, reduce statistical uncertainty, but it does not shed light on the quality of

the data in the individual studies. Pooling of data and increasing the statistical
power may actually be risky because it may give a ‘‘statistical blessing’’ to data that

are fundamentally biased. These considerations apply more strongly to case-

control studies than to cohort studies because case-control studies are particularly
susceptible to various types of bias (7,8,10).

In this chapter, the term collaborative reanalysis is used for both descriptive and

analytic data; this terminology is consistent with the publications from the
EURODEM group (3–6). Figure 4.1 shows the steps common to most types of

collaborative reanalyses. Each speciWc study may deviate to some extent from this

general scheme; however, the fundamental steps remain constant.



Figure 4.1 Steps involved in a collaborative reanalysis of descriptive or analytic epidemiologic data.
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Reanalysis of descriptive epidemiologic data

An example of collaborative reanalysis of descriptive epidemiologic data is the

comparison of prevalence data of AD by the EURODEM group (4). The objective

of this study was to investigate geographic diVerences, age and sex patterns, and
time trends in the prevalence of AD. Good quality data on the distribution of AD

by place, time, and personal characteristics may be of extreme value in etiologic

research (11,12).
Comparability of prevalence data on AD from various studies requires a

homogeneous deWnition of the study population, common diagnostic criteria,

equivalent case-Wnding strategies, and similar data analysis and reporting. Al-
though comparability can be best achieved by the joint design and conduct of

prevalence studies in several populations, collaborative reanalyses of existing data

can be a step in that direction.
The study included the following steps: (i) census of existing prevalence surveys,

(ii) contact and invitation of the investigator(s), (iii) collection of information on

methods and results, (iv) centralization, (v) selection of methodologically com-
parable studies, (vi) study of AD distribution by time, place, and personal

variables, and (vii) interpretation of results (Figure 4.1).

Census of studies, contact and invitation, data collection, and centralization

Current prevalence studies of dementia were identiWed from the following three

sources: (i) Medline search and review papers, (ii) personal contacts of coordinat-

ing scientists and (iii) communication with dementia experts in each country. All
the scientists identiWed were in turn asked for names of other investigators in their

country who might have data of interest. Each potential co-investigator was then

invited to participate in this collaborative study and to send suitable data sets to
the coordinating SMID Center in Florence, Italy. Unpublished studies were

included.

To report methods and Wndings in a standard format, each investigator com-
pleted a speciWcally designed data form including study title and investigators’

information; time frame; characteristics of the study population or sample; diag-

nostic criteria for dementia and speciWc dementing disorders; case-Wnding pro-
cedures and their reliability and validity; response rate and sample attrition; tables

of results; and publications from the study. Tables of results included number of

patients, population at risk, and prevalence by 5-year age group, sex, and speciWc
dementing disorder.

Selection of studies

The following eligibility criteria were applied to the recruited data sets: (i) studies

conducted in Europe, (ii) conducted or published after 1979 (1980–1990), (iii)
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minimum sample of 300 subjects 65 years of age or older, (iv) case-Wnding
through direct individual examination, (v) inclusion of institutionalized individ-

uals, and (vi) clinical diagnosis of dementia based on the Diagnostic and Statistical

Manual for Mental Disorders, Third edition (DSM–III), or equivalent criteria (13).
The data sets fulWlling these criteria were used for a comparison of the prevalence

of dementia in Europe reported elsewhere (3).

To be eligible for the comparison of AD prevalence, the following two addi-
tional criteria were used: (i) clinical diagnosis of AD based on the National

Institute of Neurological and Communicative Disorders and Stroke-Alzheimer’s

disease and Related Disorders Association (NINCDS–ADRDA) or equivalent
criteria (14), and (ii) sample yielding at least 10 patients with AD.

Reanalyses and results

Numerators, denominators, and prevalence Wgures were reported by 5-year age

classes when the numerator included Wve or more patients with AD or when

information within a decade was restricted to such an interval; otherwise, data
were lumped into 10-year age classes coincident with decades. Prevalence from

one study was reported by 5-year age classes because only two such classes were

investigated. Prevalence estimates over the age of 89 years that were based on fewer
than Wve patients were discarded. Becausemost studies to be comparedwere based

on a complete enumeration of all individuals in a Wnite population, no sampling

was involved, and conWdence intervals for the prevalence estimates were not used
(15).

Geographic diVerences were investigated through tables and graphs of age-

speciWc prevalence for men and women separately; to enhance clarity of graphs,
only prevalence Wgures over the age of 60 years were represented. Age and sex

patterns within individual data sets were compared by graphing age- and sex-

speciWc prevalence Wgures from each study. Time trends were investigated by age
and sex subgroups in the one suitable data set.

From an original roster of 23 data sets submitted to the project, 12 met the

criteria for study of dementia prevalence in Europe (Figure 4.2). Eleven surveys
were excluded for the following reasons: conducted and published before 1980

(one survey); insuYcient sample size (two surveys); case-Wnding limited to exist-

ing medical documentation (one survey); institutionalized individuals excluded
(four surveys); and only ‘‘cognitive impairment’’ investigated (two surveys). One

study was excluded because it covered only institutionalized individuals; however,

the results of this survey were combined with those from another study covering
the household individuals of the same population.

Six of the 12 data sets were eligible for the comparison of AD prevalence and

were included in the present study (Figure 4.2). In Wve of the six excluded surveys,



Figure 4.2 Steps involved in the EURODEM collaborative reanalysis of prevalence studies of Alzheimer’s
disease. Indicated also is the impact of individual steps on the number of studies involved.

31 Analysis, reanalysis, and meta-analysis



32 W. A. Rocca

AD was not separated from other dementing disorders; in one, the diagnosis of
AD was not equivalent to the NINCDS–ADRDA criteria. The six eligible studies

were from the following Wve European countries: Finland, Italy, Spain, Sweden,

and the UK (two studies). Details on characteristics of the study population,
case-Wnding procedures, and diagnostic criteria for dementia and speciWc dement-

ing disorders were reported elsewhere (3,4).

When age and sex were considered, there were no major geographic diVerences
in the prevalence of AD across European studies (Figure 4.3). Prevalence increased

exponentially with advancing age in all studies and, in some populations, was

consistently higher in women (4). Prevalence remained stable over 15 years in one
study (4).

Interpretation

Rather than a traditional literature review, a collaborative reanalysis of results

from existing surveys was undertaken. For this reason, access to the raw data was

required. Some unpublished European studies, or studies reported in sources not
easily retrieved, may have been overlooked. This fact might bias our results;

however, none of the known data sets were withdrawn from consideration.

Suitable data sets were selected by qualitative judgement. Because of the rapid
evolution of the diagnostic criteria for dementia and AD in recent years, we

considered only studies conducted, or at least published, after 1979. We required

the direct contact of study subjects for case-Wnding because many patients in the
population do not come to medical attention for their dementia, and would be

missed by searching only existing medical documentation. In addition, because in

developed countries severely demented people are often institutionalized, we
required the inclusion of institutionalized inhabitants of the study area (11,16).

The most important methodological issue in interpreting our Wndings is the

comparability of various case-Wnding procedures. In surveys calling for the direct
contact of each individual in the sample, the following two approaches can be

used: (i) study subjects are directly examined by the specialist who makes the

diagnosis of dementia (single-phase study), or (ii) study subjects undergo a
screening procedure, and only individuals failing the screening are extensively

evaluated (two-phase study). The Wrst approach was used in one study; the

remaining Wve studies followed a two-phase design. Unfortunately, diVerent
screening instruments were used. Two studies applied the Mini-Mental State

examination, but the instrument was used in diVerent languages and with some

adaptations to the local culture (17). Distinct instruments, or diVerent transla-
tions and cutoV levels of a common test, may have diVerent sensitivity. This may

introduce spurious variations in the observed prevalences.

The following are two common approaches to measuring the sensitivity of a



Figure 4.3 Age- and sex-specific prevalence of Alzheimer’s disease from six European studies (data from
(4)). In the Cambridgeshire, United Kingdom study, only women were surveyed.
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screening instrument: (i) a validity study is conducted before beginning the
survey, often on a diVerent sample; or (ii) the validation is incorporated in the

survey by submitting to clinical examination not only subjects who failed the

screening, but also a sample of those who passed the screening. In both cases,
results of the screening test are compared with the clinical diagnosis, which serves

as the standard for comparison. In three of the Wve European surveys, the

screening instrument was validated and sensitivity was found to be high. In
another study, the investigators judged sensitivity to be high.

In the Finnish survey, mild dementia was explicitly excluded. In other studies,

an eVort was made to Wnd all ‘‘detectable cases’’; however, it is possible that some
early or mild cases of dementia were missed by less sensitive screening procedures.

On the other hand, neither the DSM–III nor the NINCDS–ADRDA criteria

(13,14) deWne levels of severity, and terms such as ‘‘mild’’, ‘‘moderate’’, or ‘‘severe
dementia’’ may not be comparable across studies.

Because DSM–III and NINCDS–ADRDA criteria are clinical diagnostic guide-

lines, and do not specify, for example, which laboratory tests are mandatory for a
given diagnosis, diVerent groups of researchers may disagree on their interpreta-

tion and use (13,14).Most problematic is the diVerential diagnosis of AD, vascular

(including mixed), and secondary dementias. Also, the exclusion of cases of
secondary dementia depends on the intensity and completeness of the search for

speciWc causes. Most important for this search are imaging and hematological

tests. In only two of the six European studies, imaging tests were conducted on
some of the prevalent cases; therefore, greater weight was given to clinical criteria

than to imaging Wndings in all studies. Similarly, a speciWc list of blood tests was

performed routinely in only one study; however, in three others, blood tests were
performed when suggested by medical history or physical examination. In two

studies, hematological tests were not performed.

In some surveys, an eVort was made to account either directly or indirectly for
each individual originally included in the study sample; in others, information was

missing on varying percentages of population. In four of the Wve two-phase

studies, the response rate ranged between 89 and 97% for the screening phase; the
response rate for phase 2 was between 82 and 98%. In the single-phase study, the

response rate was 89%. In one study, response rates to both phase 1 and 2 were

high but not quantiWed.
An eVort was made in this study to select those European prevalence surveys

that used more comparable methods. Unfortunately, the six studies selected may

still be only partially comparable. The most important uncertainties relate to the
sensitivity of case-Wnding procedures and the interpretation and use of allegedly

common diagnostic criteria in various surveys. Even with these limitations, our

Wndings suggest that the prevalence of AD is similar in various European coun-



35 Analysis, reanalysis, and meta-analysis

tries, it increases exponentially with age, is higher in women, and has remained
stable over time (4).

Reanalysis of analytic epidemiologic data

The example of collaborative reanalysis of analytic epidemiologic data is the

comparison and pooling of case-control studies of AD by the EURODEM group.
The objective of this study was to establish the consistency of Wndings across

studies, to investigate rare exposures, and to conduct subgroup analyses (8). The

most important objective was to establish consistency across studies. Although the
same source of bias or confounding may be operating in all studies, consistency of

Wndings across case-control studies conducted in various countries with diVerent

methodologies is crucial. Consistency of Wndings is one of the key criteria to
establish a causal link in epidemiology (2). Consistency is more conveniently

assessed within the frame of a collaborative reanalysis, because it is best assessed if

comparable analyses are available. It is in general problematic to investigate
consistency from published Wndings because investigators use diVerent cutoV

points for exposures, adjust for various confounders, and may report only sum-

mary results. For risk factors for which consistency of results across studies has
been established, ‘‘pooling’’ may be useful to study confounders and to conduct

subgroup analyses. Single studies are in general too small for multivariate or

subgroup analyses. In addition, when an exposure is rare among controls (reXect-
ing the general population), pooling may be indispensable to reach informative

numbers even for the overall analysis.

A general discussion of the methods used in this EURODEM reanalysis is
reported here; however, because methods varied slightly from risk factor to risk

factor, the association between AD and family history of Down’s syndrome is used

as a speciWc example (18). For a complete report on the reanalyses, the reader is
referred to the published monograph (6).

The study included the following steps: (i) census of existing case-control

studies, (ii) contact and invitation of the investigator(s), (iii) collection of infor-
mation on methods and results, (iv) centralization of the relevant segment of the

database, (v) selection of methodologically comparable studies, (vi) reanalyses,

and (vii) interpretation of results (Figure 4.1).

Census of studies, contact and invitation, data collection, and centralization

Case-control studies of ADwere identiWed through the following three sources: (i)
Medline search, (ii) review papers, and (iii) personal contacts of coordinating

scientists. To obtain information regarding selection of cases, selection of controls,

and collection of data on exposure in individual studies, each investigator
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completed a speciWcally designed data form. In addition, the risk factor question-
naire of each study was translated into English.

The relevant segment of the database of each case-control study was centralized

at the Department of Epidemiology and Biostatistics of the Erasmus University
Medical School, in Rotterdam, The Netherlands. Data were transferred using

magnetic tapes and were loaded on a central computing facility. Data format and

coding were homogenized across studies. For example, the data on number of
cigarettes per day and duration of smoking were transformed into a common

analyzable format.

Selection of studies

The following preliminary inclusion criteria were applied early in the study, before

inviting the investigators to participate: (i) studies conducted before January 1,

1990; (ii) studies using NINCDS–ADRDA,DSM–III, or equivalent criteria for AD
(13,14); and (iii) studies that investigated a series of risk factors. Several small

studies investigating a single risk factor for AD (e.g., maternal age) were not

considered. On the other hand, non-European studies were included. The most
important eligibility criterion was symmetrical data collection for cases and

controls. Since data collection for cases was generally through a next-of-kin

interview, the same procedure was also required for controls. In one study,
however, data collection was through abstracting of medical records; in a second

study, it was through a mailed questionnaire; and in a third, through a telephone

interview. Other aspects of the study design, such as the type of controls, were
considered in the analyses and in the interpretation of Wndings but were not used

as eligibility criteria.

Reanalyses and results

For each speciWc risk factor, analyses were conducted on eligible studies with
suitable exposure information. The strength of the association between AD and a

given factor was measured by the odds ratio, that is an estimate of the relative risk.

We obtainedmaximum likelihood estimates of the odds ratio and 95% conWdence
intervals based on asymptotic standard errors. Since all studies included were

matched at least for age and sex, relative risks were estimated using conditional

logistic regressionmodels (7). When appropriate, potential confounding variables
were entered into the models. For example, some analyses were adjusted for

number of siblings, or for education (6).

Analyses were conducted on the individual data sets, on the pooled sample, and
on subgroups of the pooled sample deWned by sex, age at onset, or familial

aggregation of AD cases. A case of AD was deWned as ‘‘early onset’’ when the

symptoms of the disease started before the age of 65 years, as ‘‘late onset’’



37 Analysis, reanalysis, and meta-analysis

otherwise. A case of AD was deWned as ‘‘sporadic’’ when the patient had no known
Wrst-degree relative aVected by dementia, as ‘‘familial’’ when at least one Wrst-

degree relative was aVected (6).

Applying the preliminary inclusion criteria, we were able to recruit 11 case-
control studies of AD analyzing multiple risk factors (Figure 4.4). These studies

are described in detail elsewhere (6). Two studies did not fulWll the criterion of

symmetrical data collection and were subsequently excluded. In these two case-
control studies, data regarding exposures of cases were collected through a

next-of-kin interview, while data regarding exposures of controls were obtained

by direct interview. Among the nine remaining case-control studies, only Wve
investigated family history of Down’s syndrome and were included in the speciWc

reanalyses reported here (Figure 4.4). Family history of Down’s syndrome was

considered positive if at least one Wrst-degree relative was aVected.
In all Wve studies considered, the frequency of positive family history was higher

in cases than in controls (Table 4.1). Overall, the odds ratio was 2.7 (95% Cl:

1.2–5.7). The odds ratio was similar in men and women and for early onset and
late onset AD patients. By contrast, the risk was suggestively higher for familial AD

than for sporadic AD; however, the diVerence was not statistically signiWcant (18).

Interpretation

In all Wve studies included in the reanalyses for family history of Down’s syn-

drome, data on exposure were homogeneously collected through a next-of-kin
interview for both cases and controls. None of the studies with alternative data

collection strategies mentioned above were involved.

Some of the studies can be considered ‘‘quasi’’ population-based because an
attempt was made to ascertain all cases of AD in a deWned geographic area.

However, since case-Wnding was invariably obtained through existing medical

services in a deWned geographic area, the actual exhaustiveness of case-ascertain-
ment remains uncertain. Door-to-door studies of dementia have repeatedly

shown that a high percentage of cases are not routinely recognized by the health

services (11). In all events, these ‘‘quasi’’ population-based studies were probably
less prone to selection bias than samples of other studies that were derived from

hospitals or outpatient clinics (10).

Unfortunately, none of the case-control studies were based on incident cases,
i.e., cases investigated at the time they developed the disease. By contrast, studies

were based on prevalent cases, i.e., cases alive at a given point in time. Therefore, a

second possible cause of selection bias is survival (incidence-prevalence bias) (10).
The observed risk factors may be spurious because they may be determinants of

survival rather than of risk.

In one study (Italy), two groups of controls were used. For comparability with



Figure 4.4 Steps involved in the EURODEM collaborative reanalysis of case-control studies of risk factors
for Alzheimer’s disease. Indicated also is the impact of individual steps on the number of
studies involved.
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Table 4.1. Results of case-control studies of the association between Alzheimer’s
disease and family history of Down’s syndrome (data from (18))

Exposure frequency* 95%

ConWdence

Study or subgroup Cases Controls OR† interval

Individual studies

Australia 5/165 0/165 — —

Italy 1/116 0/97 — —

Netherlands 5/198 3/198 1.7 0.3–13.0

USA, Denver 2/64 0/64 — —

USA, Durham 7/45 4/91 3.5 1.2–5.7

Overall analysis 20/588 7/615 2.7 1.2–5.7

Subgroups by sex‡

Women 15/382 5/398 3.0 1.2–7.3

Men 5/206 2/216 2.6 0.6–10.5

Subgroups by family history of dementia‡

With family history 12/227 3/248 4.0 1.3–12.5

Without family history 7/275 4/275 1.9 0.6–6.0

Subgroups by age at onset‡

Before 65 years 9/327 3/348 2.8 1.1–7.5

65 years or over 9/243 4/241 2.6 0.7–10.0

*Subjects were considered exposed if they had at least one Wrst-degree relative aVected by Down’s

syndrome.
†OR, odds ratio; the estimate was adjusted for age, sex, number of siblings, and education.
‡Subgroups analyses were conducted on the overall sample obtained by pooling the Wve

independent studies.
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other studies, only the population controls were used in these reanalyses. In

another study (Denver, USA) only hospital controls were used. However, since
results from the Denver study regarding family history of Down’s syndrome were

consistent with those from other studies, data were pooled. A formal test of

heterogeneity was performed before pooling.
In all Wve studies, the analysis was restricted to Down’s syndrome among

Wrst-degree relatives, and the potential confounding eVect of the number of

siblings in the family was addressed by including the number of siblings in the
regression models. Unfortunately, in the Denver and Durham studies (USA), no

distinction was made between Down’s syndrome and mental retardation. In the

other three studies, the question regarding Down’s syndrome was more speciWc;



Table 4.2. Advantages and disadvantages of collaborative reanalyses

Advantages Disadvantages

Maximize the use of existing data bases May be misinterpreted

Stimulate collaboration and exchange May lead to dogmatic views

Improve individual research eVorts May lead to statistical abuses

OVer unique learning experiences

May lead to new Wndings

May lead to new concepts
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however, the ability of a next-of-kin to accurately report diagnoses of Down’s

syndrome among family members remains uncertain.
Our Wndings for family history of Down’s syndrome are a good example of the

advantages of pooled analyses. All studies were consistent in indicating a higher

frequency of positive family history of Down’s syndrome among cases; however,
only the pooled sample showed a signiWcantly increased risk. In addition, only in

the pooled sample was it possible to conduct subgroup analyses. Down’s syn-

drome is a relatively rare disease (the incidence rate is about 1.3 per 1000 live
births) and large numbers of Wrst-degree relatives are needed to establish an

increased risk.

In interpreting the positive results of these reanalyses, we should consider the
following limitations. Although the Wndings were consistent across studies and the

pooled sample showed statistical signiWcance, the numbers remained small and

the relative risk estimate was relatively small. In addition, we cannot exclude the
possibility of a family information bias occurring consistently in all studies (10).

The association may be biased if relatives of AD patients serving as next-of-kin

informants are more aware of the occurrence of other diseases in the family than
relatives of controls. If a family information bias is present, it tends to occur in all

case-control studies, and pooling will not cure but rather emphasize a biased

Wnding.

Conclusions

Although reanalyses have a series of advantages, they also have disadvantages

(Table 4.2). The most important disadvantage is that enthusiasm for statistical

signiWcance may distract the attention from the possibility of bias; therefore,
reanalyses require more critical scrutiny than individual analyses. In addition,

results from a collaborative reanalysis may be viewed as ‘‘dogmas,’’ and they may

discourage rather than encourage new testing of the hypothesis. Because many
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investigators from many countries may be co-authoring a reanalysis report, the
weight of the conclusions may be perceived as greater than the weight of the

conclusions from a single study. Unfortunately, consensus can be reached on

wrong conclusions as well as on correct conclusions.
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5

Diagnostic research in clinical neurology

W. A. van Gool

Introduction

An accurate diagnosis is necessary, albeit not suYcient, for proper treatment and

counseling of patients. According to Medline, the number of publications on the
diagnosis of nervous system diseases has risen from almost 3500 in 1980 to more

than 6000 in 1996. The proportion of papers on diagnostic innovations as

measured by the percentage of papers containing adjectives such as ‘‘new,’’
‘‘novel’’ or ‘‘promising’’ rose from 3 to almost 7% in the same period. Thus, both

in absolute as well as in relative terms clinicians are confronted with a continuing

proliferation of reports on new diagnostic technologies.
New diagnostic tests may have important implications for everyday clinical

practice, for research into pathogenic mechanisms, and sometimes even for

classiWcations of diseases. In neurology, the advent of magnetic resonance imaging
(MRI) has aVected the diagnostic approach to a wide range of clinical problems in

a fundamental way (1). Neuroreceptor imaging with radioactive tracers fuelled

speculation on pathogenesis of several diseases and sequencing of the prion
protein gene resulted in the deWnition of the new nosological entity of ‘‘prion

diseases’’ encompassing various neurodegenerative syndromes with a distinct

clinical phenotype (2,3). These diVerent kinds of developments as a result of
diagnostic innovations make diagnostic research ever more important.

Kent and Larson have proposed a standardized approach towards evaluations

of new diagnostic technologies (4). They distinguish Wve levels of beneWt attribu-
table to diagnostic testing (Table 5.1), and the hierarchical nature of their frame-

work implies that positive eVects at higher levels of evaluation require good results

at preceding levels. However, good performance at one of the lower levels of
evaluation does not guarantee utility at the higher, clinically more relevant levels

of evaluation. This chapter will be structured according to the Kent and Larson

framework for a discussion of selected methodological issues relevant to research
on diagnostic tests (4). The focus of this discussion is on diagnostic test research

relevant for everyday neurological practice. SpeciWc issues related to diagnostic

testing for research purposes will be brieXy mentioned only.



Table 5.1. Hierarchical framework for the evaluation of diagnostic test research, after
Kent and Larson (4)

Study level Examples of typical study result Study frequency

1. Technical capacity Test–retest variability Common

2. Diagnostic accuracy Sensitivity, speciWcity, receiver-operator

characteristic curve

Common

3. Diagnostic impact Diagnostic impact, test replacement Rare

4. Therapeutic impact Changes of management plan Very rare

5. Health impact Changes in functional status of patients,

satisfaction of patients or caregivers

Almost absent
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Technical capacity

A general and very basic requirement for any new diagnostic test is that it yields

information that is valid and reliable. Reliability (or precision) of a measurement
refers to the degree of variation in a series of observations of the same phenom-

enon. Validity (or unbiasedness) refers to the tendency to arrive at the correct

value. The diagnostic procedure of measuring pupil size, for instance, is valid and
unbiased if the average of diVerent measurements corresponds to a true pupil size

of 5 millimeters, but it is rather unreliable if these values range from 2 to 8

millimeters. If repeated exams of the same pupil give values varying from 2 to 3
millimeters, the measurement is very precise but biased.

Variations among observers, measuring instruments, laboratory conditions, or

stability of reagents used may all aVect the precision of a diagnostic test (4,5). A
useful measure to specify agreement between observations on discrete or categori-

cal data is the kappa statistic giving the ratio of the observed agreement beyond

chance to the potential agreement beyond chance. For example, a kappa value of 1
indicating equivalence of the observed and potential agreement beyond chance,

i.e., perfect agreement, was found in the identiWcation of interacerebral hemor-

rhage on computed tomographic scans of stroke patients (6).
Technical capacity may refer to display of recognizable pictures in imaging

studies or to stability of reagents in radioimmunoassay kits for determining levels

of speciWc proteins in cerebrospinal Xuid. Studies relevant to the technical capabil-
ity of a new diagnostic method usually are performed in patients with a known

disease status. Assessing test–retest variability in healthy subjects only may over-

estimate the precision of a diagnostic test. SpeciWc disease characteristics such as,
for example, severe dyskinesias or dementia may pose special technical problems

in certain test situations, e.g., imaging studies.

Studies of technical capacity typically represent the Wrst publications on a new
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diagnostic procedure. These studies tend to include few patients and they often
lack control populations. As such, studies of technical capacity may identify high

quality diagnostic tests which are not necessarily more accurate than the standard

diagnostic approach in identifying subjects with a speciWc disease. MRI has a
superior image quality but it is not more accurate than computed tomography

(CT) in identifying meningiomas at the level of the hemispheres (1).

Diagnostic accuracy

Diagnostic accuracy refers to the capacity of a particular test to discriminate
between presence and absence of a certain disease. Characteristically, studies of

diagnostic accuracy are performed in populations of patients having the target

disease and in a population of controls (7,8). These studies require a well-deWned
‘‘gold’’ standard deWning the disease under study and diagnostic test results

should be interpreted independent of the patient’s disease status. Patients with the

disease should represent an appropriate spectrum of disease. An accurate test late
in the course of a disease when the diagnosis is obvious may not be useful in the

earlier stages of the diseases (8). Control populations including patients with

conditions often confused with the target disorder allow for a more valid estimate
of test characteristics than inclusion of healthy subjects as controls. The results of

these kind of studies are usually presented in terms of sensitivity, speciWcity,

likelihood ratio, or area under the receiver-operator characteristic (ROC) curve
(7,8). The sensitivity of a test is the proportion of patients with the disease under

study who have a positive test result and the speciWcity is the proportion of

controls who test negative. The likelihood ratio of a positive test result is the
probability of a positive test result given the presence of the disease, divided by the

probability of the same Wnding given the absence of disease. In other words, the

likelihood ratio can be calculated by dividing the true positive rate (equal to the
sensitivity) by the false positive rate (equal to 1 minus the speciWcity). ROC curves

plot the true positive rate (sensitivity) against the false positive rate (1 minus

speciWcity) for a range of cutoV values of possible test results. Values of the area
under the ROC curve range from 0.5 for a completely noninformative test to 1 for

a test perfectly discriminating between presence or absence of a disease.

Even if a study avoids the pitfalls of spectrum bias in patients or controls, there
may remain some problems in the interpretation of these test characteristics. The

vast majority of diagnostic accuracy studies are retrospective by nature. They

consist of descriptions of series of patients which were neither consecutive nor
selected according to another explicit criterion. In most studies the only condition

patients had to fulWll in order to be included in the typical study of test characteris-

tics is that a Wnal veriWcation of their disease status, e.g., by follow-up, biopsy, or
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postmortem, has been possible. Selection of patients for diagnostic studies on the
basis of their Wnal diagnosis rather than on the symptoms or complaints which

were the indication for performing the test under study, may result in veriWcation

bias and in spurious estimates for sensitivity and speciWcity (8). Patients in which
the diagnosis of amyotrophic lateral sclerosis (ALS) is conWrmed at autopsy are

not representative for the population presenting complaints of limb weakness or

dysphagia 1 to 3 years before that point in time. A new test for ALS which appears
to have nearly perfect test characteristics in the former population may be useless

in the latter. Ideally studies of test characteristics should be prospective and they

should include consecutive patients presenting with a speciWc clinical problem
rather than patients with a well-deWned disease. Obtaining a Wnal diagnosis as a

‘‘gold’’ standard in all patients of such a prospective cohort is essential but it can

be very diYcult if this requires a long follow-up.

Diagnostic impact

Currently there is no well established methodology for diagnostic impact studies.

Studies of diagnostic impact are much less frequently performed than studies on

diagnostic accuracy, which require only a relatively simple procedure. Assess-
ments of the diagnostic impact of a new diagnostic test may focus on one of two

diVerent aspects of clinical impact. The emphasis may be on the replacement of

existing diagnostic techniques or on measurement of changes in clinicians’ diag-
nostic conWdence (9). A study of Teasdale and colleagues may serve as an example

of the Wrst approach (10). Patients suspected for lesions of the posterior cranial

fossa were randomly allocated to CT or MRI. The number of subsequent requests
for the alternative imaging technique were recorded. It was found that the number

of requests for MRI after CT increased, whereas referrals for CT after MRI

decreased over the study period. These results suggested a greater impact of MRI
than CT in patients presenting with this speciWc clinical problem (10). Observa-

tional studies in a real clinical environment of this kind have a greater external

validity than methods relying on panel reviews of diagnostic test results. Meetings
of a panel review committee may not adequately reXect the decision process of

clinicians on wards or in outpatient clinics.

If two competing diagnostic strategies are compared in the same series of
patients several methodological requirements have to be met (9). The order of

testing should be random, both strategies or tests should be performed within a

narrow window of time in each patient, diagnostic conWdence should be quanti-
Wed and the tests should be interpreted independently of each other. In an

exemplary study of diagnostic impact, O’Connor and colleagues for the Roches-

ter–Toronto study group (11) compared the impact of CT plus trimodal evoked
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potentials (EP) versus MRI on neurologists’ diagnostic labeling of patients with
suspected multiple sclerosis (MS). After clinical assessment two neurologists

recorded a diagnostic categorization according to explicit criteria. Subsequently

all patients underwent MRI and CT plus EP and all tests were interpreted by a
reader who was unaware of clinical details. For each patient one neurologist

received Wrst the MRI result only and the other neurologist was provided initially

with the CT–EP results. The neurologists categorized the diagnosis in each patient
again and subsequently they received the remaining test results, before making a

Wnal diagnosis of possible, probable, or deWnite MS, or not MS. The sequence of

receiving test results was randomized. As expected, diagnostic categorizations
became more deWnitive in the course of the diagnostic workup, and the greatest

change of diagnostic conWdence occurred when the Wrst test results were obtained

after taking the history and clinical examination. However, this increase was
irrespective of the nature of the Wrst ancillary test: there was no diVerence in

diagnostic eVect between MRI and CT plus trimodal EPs in this study (11).

In this unique randomized trial of test result sequencing diagnostic classiWca-
tion consisted of an ordinal categorization. In other studies diagnostic conWdence

has been recorded using visual analogue 0 to 10 scales as a simple method to

obtain a measure of the degree of certainty (9). In this way both changes of
diagnostic category as well as actual changes in diagnostic conWdence can be

speciWed. However, an independent reference (‘‘gold’’) standard also remains

indispensable in studies of diagnostic conWdence to control for the pitfall of
increased conWdence in the wrong diagnosis (4).

Therapeutic impact

The assumption that a better quality of diagnostic testing leads to improvements

of patient care is implicit to most diagnostic test research. However, studies in
which the impact of the diagnostic process on treatment of patients is measured

directly are extremely rare. This holds even if ‘‘treatment’’ is taken in its broadest

sense as to include not only initiation of a speciWc therapy but also counseling of
patients, families or other caregivers serving as a basis for reassurance or more

understanding of the illness (4). In their classiWcation of studies of diagnostic

neuroimaging Kent and Larson aptly epitomized the category of therapeutic
impact studies with ‘‘no studies, many claims’’ (4).

Assessment of therapeutic impact requires recording of the diagnosis and

treatment plan before the test under study is performed. Outcome measures in
these kind of studies could be the eVects on patient management in terms of the

initiation, any change or withdrawal of planned therapy. Randomized rigorously

controlled trials, analogous to drug trials, are best suited to assess therapeutic
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impact of diagnostic tests. However, if a diagnostic strategy is accepted as standard
clinical routine, such as vitamin B12 determinations in patients presenting with

dementia for instance, randomization of patients to trial arms including a speciWc

test or not, may be considered unethical. Despite these ethical problems and many
other problems with the complicated logistics of randomized trials in diagnostic

research, this design has important advantages compared with the alternative of

observational studies of therapeutic impact. Observational studies compare the
management plan recorded before a diagnostic test is performed with the actual

therapeutic strategy after obtaining diagnostic test results. For the interpretation

of these kind of studies it is problematic that one factor in this comparison consists
of a subjective impression of clinicians of what ‘‘would have been’’ the treatment

without obtaining the results of the diagnostic test under study. Direct compari-

son of actual treatments in diVerent arms of a randomized diagnostic study oVers
a much more straightforward interpretation. Kent and Larson (4) point out that

appropriateness ratings of the observed diVerences of treatment are crucial in this

kind of study. A new and extremely sensitive diagnostic test for incipient myas-
thenia gravis for instance, may result in treatment in much earlier stages of this

disease to the beneWt of patients. However, as a trade-oV of improved sensitivity,

the diagnostic innovation may also cause an increase of the number of (healthy)
subjects treated on false-positive grounds. Weighing of beneWcial and adverse

therapeutic impacts is as essential in randomized diagnostic test research as it is in

conventional drug trials.

Health impact

The technical capacity and diagnostic accuracy of a (new) test in clinical neurology

should ultimately translate in health beneWts for patients through its diagnostic or

therapeutic impact. If a diagnostic test with negligible risks accurately identiWes
patients suVering from a fatal disorder for which an eVective treatment is readily

available, the value of a diagnostic test is beyond doubt. However, there are many

neurological conditions which can be diagnosed by accurate tests but with an
uncertain impact on patient outcome. Walstra and colleagues (12) assessed the

value of routine investigations in large prospective series of Wrst referrals of elderly

people with (suspected) dementia. Using clinimetric methods measuring cogni-
tion, disability in daily functioning, behavioral changes, and caregiver burden, the

authors found a low percentage of patients who beneWtted in terms of reversal of

dementia, as a result of the standard battery of diagnostic investigations.
Assessments at the level of health can be directed at longevity or improved

health status as outcome, but also less obvious dimensions can be measured such

as reduction of burden in patients (or caregivers) as a result of increased diagnos-
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tic conWdence. Improved diagnostic certainty even with respect to a disease which
can not be cured as many neurodegenerative conditions for instance, may trans-

late in health impact by avoiding additional diagnostic testing (with potential

discomfort) or inappropriate treatments (with potential side-eVects) (4). This
point is illustrated by a study of O’Connor and colleagues (13) of health percep-

tions before and after a diagnostic work-up for suspected MS, showing that

distress over physical symptoms was more likely to decrease even in those with an
increased certainty of having MS.

Concluding remarks

In terms of the Kent and Larson (4) framework (Table 5.1) the current status of

diagnostic test research in neurology can best be summarized by stating that for
most diagnostic tests there is abundant documentation of technical capacities and

that there are usually reliable data on tests’ diagnostic accuracy. In contrast,

diagnostic impact is largely unknown for most tests, and evidence of therapeutic
or health impact of diagnostic testing is virtually absent for all tests recently

introduced in neurological practice. This may appear a sobering state of aVairs but

the suspicion that the same most probably holds for other disciplines of medicine
as well may perhaps oVer at least some consolation. The value of the hierarchical

categorization of diagnostic test research as reviewed here, is that it clearly

identiWes the opportunities for future diagnostic research (Table 5.1) (4,14).
As long as studies of diagnostic, therapeutic, and health impact of new diagnos-

tic technologies are very rare, the technique of meta-analysis may be a valuable

tool to obtain an overall picture of available data on diagnostic accuracy of new
tests. First used to create synthesis of results of diVerent drug trials, Irwig and

colleagues (15) recently published guidelines for meta-analysis of diagnostic

studies. In addition to the obvious diYculty of publication bias these guidelines
should protect against the pitfalls of pooling data on diagnostic accuracy. The

authors review methods to estimate summary receiver-operator characteristic

(ROC) curves taking into account possible diVerences in test thresholds between
studies (15). In addition to diVerences in cutoV values, heterogeneity of primary

studies may be due to diVerent gold standards or (technical) diVerences of test

quality, e.g., imaging quality.
The extreme focus on ‘‘lower’’ levels of test evaluation may explain the repeti-

tive cultivation of high hopes in nonsystematic reviews on diagnostic tests for a

wide range of neurological conditions. The design and actual performance of
diagnostic studies with a focus on diagnostic, therapeutic, or health impact is

more complicated than studies of technical capacity or diagnostic accuracy. In

addition, the tremendous commercial pressure which can be behind the speed
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with which preliminary data are being turned into a diagnostic test (16) may also
explain in part the extremely skewed frequency distribution among the levels of

evaluation of diagnostic research (Table 5.1) (4.14). However, overly optimistic

claims by researchers and biotechnology companies on the clinical utility of a new
diagnostic method are inappropriate if they are based exclusively on research into

its technical capacity or diagnostic accuracy.

Diagnostic tests based on genetic traits deserve a special word of caution. Unlike
conventional diagnostic tests, this speciWc category of tests not only reveals a

characteristic of patients seeking medical advice but there is also a risk that family

members may receive (unsolicited) information about their disease risks. This
speciWc characteristic of genetic testing can have unexpected and potentially

serious implications for the psychological well-being, family relationships, and

employability and insurability of those tested (16); issues which are all relevant to
apolipoprotein E genotyping in suspected Alzheimer’s disease for instance (17).

Methods are needed to increase the ecological validity of diagnostic studies for

clinical medicine by measuring impact of testing at the level of diagnostic conW-
dence in physicians, and ultimately, at the level of patient (or caregiver) health

status, satisfaction, or burden. A great amount of resources for research could be

saved if studies of new diagnostic technologies would include these kinds of
assessments in earlier stages of test evaluation.

It is important to note that the focus of this chapter was on the evaluation of

diagnostic technologies for current neurological practice. Entirely diVerent con-
siderations apply to the use of diagnostic instruments in research settings. Studies

of pathogenic mechanisms for instance, require highly speciWc tests to avoid

spurious classiWcation of cases as aVected, whereas false-negative classiWcations
(occurring on low sensitivity tests) are not as harmful in this setting as theymay be

in clinical practice. It may be reasonable by all standards to use high sensitivity and

low speciWcity diagnostic tests for selection of cases for trials of new drugs with
minimal side-eVects and a great therapeutic potential, whereas any test with such

characteristics would certainly fail the standard of quality for current clinical use

of new diagnostic technology as discussed in this chapter.
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6

Decision analysis in clinical neurology

Diederik W. J. Dippel

Introduction

Patient management comprises three key elements: arriving at a diagnosis, assess-
ing prognosis, and making a treatment choice. Many decisions have to be made

along the way. Almost every clinical decision carries an element of uncertainty:

uncertainty about the occurrence of events and about the value of these events.
Especially in the clinical neurosciences, decision making becomes more compli-

cated every day, because of rapidly emerging new treatments and diagnostic tests,

and because of increasing demands from patients to be informed and to partici-
pate in decision making. By its explicit nature and strictly logical approach,

decision analysis can be a helpful tool in everyday patient management. It can

form the necessary link between the results of a randomized clinical trial or
diagnostic study, and their application in clinical practice. Since the mid-1970s,

more than 60 decision analyses of neurological management problems have been

published, and their number is now growing fast (1).
Decision analysis is a theory of decision making under conditions of uncertain-

ty, used for normative, prescriptive purposes (2,3). In clinical decision analysis an

intriguing mixture of medical (Bayesian) statistics, clinical epidemiology and
clinical science is added (4–6). A clinical decision analysis explicitly addresses the

inevitable uncertainties in a clinical problem and combines these with preferences

for health outcomes in a consistent framework that obeys the laws of probability
calculus and the theory of subjective expected utility. This should lead to manage-

ment advice concerning an individual patient, or a group of similar patients. First

the basic steps and assumptions in a decision analysis will be outlined. Four stages
can be conveniently identiWed (7).

∑ DeWning and structuring the clinical problem in a decision tree. This includes

description of the patient, the possible diagnostic and therapeutic actions, and
the possible outcomes of treatment.

∑ Assessing probabilities and utilities (relative value judgements) for diagnostic

and therapeutic outcomes.
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∑ Performing the necessary computations, in order to determine the preferred
course of action. These computations include sensitivity analyses, to check how

sensitive the preferred choice is to plausible changes in the assumptions.

∑ Presentation of the results and conclusions in a clinically useful way.

In a journal article that describes a decision analysis, these four stages should be

readily identiWable. The process of performing an analysis, however, requires a lot
of discussion between a decision expert and his clinical counterpart, and a lot of

switching back and forth between these stages.

To be useful in practice, a decision analysis should focus on a clinical situation,
and provide a clinically relevant case and context description. All possible stra-

tegies should be considered, although the Wnal decision tree may be pruned from

clinically irrelevant strategies. The results of the analysis should be extendable to
other, slightly diVerent patients, for example by taking into account age and

severity of symptoms. Of course an analysis should be up to date, with regard to

the evidence on which it is based, and with regard to the diagnostic and thera-
peutic strategies that are considered.

The best way to get acquainted with the methodology and to learn to appreciate

its possibilities, is to follow an example closely. We will present two outlines of
studies, to illustrate the basic elements of a decision analysis. The Wrst example

concerns a diagnostic problem, and will be used to illustrate the modeling of a

decision tree, the calculation of expected utility, and sensitivity analyses. In the
second example, a therapeutic problem, quality adjusted survival analysis will be

introduced.

Diagnostic decision making: duplex or angiography?

Consider a 65-year-old right-handed man, with a history of a transient right hemiparesis and
aphasia, one month ago. He was treated for hypertension, but was otherwise healthy. Should
this patient undergo carotid angiography or duplex ultrasound examination of the carotid
arteries, and should angiography be used to confirm the results of a positive duplex or not?

Decision tree

The decision tree of Figure 6.1 shows four strategies that will be considered:
carotid angiography only, duplex ultrasound of the carotid arteries, followed by

conWrmative angiography if positive, and duplex only. No testing was also con-

sidered, although this may be counterintuitive to some readers. In all branches the
patient receives ‘‘best medical treatment.’’ The decision tree should be read from

left to right, and starts with a description of the patient and the clinical problem.

The square decision node depicts the decision that has to be made. Chance nodes



Figure 6.1 Duplex or angiography? Decision tree for the diagnostic management of a 65-year-old
patient suspected of a severe symptomatic left carotid artery stenosis.
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(circles) describe the occurrence of events that cannot be inXuenced by the
decision maker. Outcome nodes (rectangles) describe the results of each action

and event. When we proceed with carotid angiography directly, the patient will be

exposed to a risk of stroke or death because of complications from this procedure.
The angiogram may indicate a severe carotid stenosis, and the patient will be

operated upon. When the angiogram does not reveal a severe carotid stenosis, no

operation will follow. In the second strategy, duplex ultrasound may indicate a
severe carotid stenosis. When this is conWrmed by angiography, the patient will be

operated on. When duplex does not indicate a severe carotid stenosis, the patient

may in fact have one, although this will not be revealed to us. Thus, on the one



Table 6.1. Estimate for the decision analysis of the diagnostic management of a
65-year-old patient suspected of a symptomatic left carotid artery stenosis

Point 95%

value ConWdence

(5) interval

Three-year risk of ipsilateral stroke with a severe

carotid stenosis

17 13–21%

EYcacy of endartererectomy 85 72–92%

Surgical mortality or stroke within 30 days 7.5 5–10%

Stroke or death risk after angiography 1 0.5–2%

Prior probability of a severe symptomatic carotid

stenosis

22 16–29%

Sensitivity of duplex ultrasound 76 59–89%

SpeciWcity of duplex ultrasound 85 78–91%
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hand, duplex reduces the probability of unnecessarily undergoing carotid angio-

graphy, but on the other hand, there is a risk of missing an operable carotid

stenosis. When angiography is not used to conWrm a positive duplex result, as in
the third strategy, the patient may be exposed to the risks of endarterectomy

unnecessarily. When no diagnostic testing takes place, as in the fourth strategy, a

severe carotid stenosis will remain undetected and the patient will not be treated.

Estimates

The decision tree helps in identifying the events and outcomes that have to be
assigned a probability. Everyone involved in the management of this patient

would have to admit that he could not predict with certainty what would happen

to this patient after duplex ultrasound, angiography, and/or endarterectomy. That
is the rationale for the use of probability calculus to assess the most reasonable

management option. However, we are not even sure about the exact values of the

probabilities that should be used, therefore 95% conWdence intervals, or when
the estimates are entirely subjective, plausible ranges of values will be suggested.

The probability estimates (point values and 95% conWdence intervals) were based

on the literature, see Table 6.1. For the utilities a proxy of utility-loss was used,
consisting of the combined risk of death (from stroke, surgery, or angiography)

and nonfatal stroke. They are already inserted in the decision tree of Figure 6.1.

Figure 6.2 shows how the proxies relate to an imaginary utility scale. Note that the
risk of stroke from a moderate or mild carotid stenosis is not incorporated in the

utility structure, because it is not inXuenced by the decision. The sensitivity and

speciWcity of duplex ultrasound for severe carotid stenosis was estimated in a series



Figure 6.2 Duplex or angiography? Utility structure for the decision analysis of the diagnostic manage-
ment of a 65-year-old patient suspected of a severe symptomatic left carotid artery stenosis.

Table 6.2. Correlation of the results of duplex ultrasound and angiography for
symptomatic carotid artery stenosis, in a series of 152 patients with transient ischemic
attacks or non-disabling stroke from the Rotterdam Stroke Databank

Angiography − Angiography + Totals Se = 26/34=76%

Duplex − 100 8 108 Sp= 100/118= 85%

Duplex + 18 26 44 PV+=26/44= 59%

Totals 118 34 152 PV= 100/108= 93%

Se, sensitivity; Sp, speciWcity, PV+, positive predictive value; PV, negative predictive value.

Duplex−, negative duplex result, indicating a stenosis of less than 50%, or occlusion.
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of patients who were evaluated for transient ischemic attacks and were entered
into the Rotterdam Stroke Databank. Table 6.2 is a simple contingency table of

these data, that allows estimation of the sensitivity and speciWcity for a severe

carotid stenosis. Note that although angiography is not infallible, it can be
regarded as the gold standard diagnostic procedure in this case, because it was

used to deWne the degree of carotid stenosis in the two clinical trials that proved

the eVectiveness of carotid endarterectomy (8,9). Actually, the duplex procedure
yields a stenosis grading, from zero to occlusion, and a positivity criterion was

determined by receiver-operater characteristic (ROC) analysis (10,11). Bayes’

theorem could be used to compute the probability of duplex indicating a severe



Figure 6.3 Duplex or angiography? Decision tree, folded back, for the diagnostic management of a
65-year-old patient suspected of a severe symptomatic left carotid artery stenosis.
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carotid stenosis, and the probability of severe carotid stenosis, given a positive or
negative duplex result (11).

Computations

Given the assumptions that were made, the best choice will be suggested by

maximizing the expected utility, or minimizing the expected utility loss. This

expectation can be simply computed by multiplying the probabilities of each
branch of the tree with their associated utility losses. This has been done in Figure

6.3. This process is sometimes called folding back, because it is easier to start at the

far end of the tree. In this case, the lowest risk of stroke or death is to be expected



Figure 6.4 Duplex or angiography? Sensitivity analysis: dependency of the risk of fatal or nonfatal stroke
attributable to the severe carotid stenosis, or death from surgery or angiography (y-axis) on
the prior probability of a severe symptomatic carotid stenosis (x-axis), for three diagnostic
strategies: angiography only, duplex followed by angiography if positive, or duplex only.
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when the strategy ‘‘duplex, followed by angiography if positive’’ is adopted.

Should we be satisWed with the analysis at this point? Clearly not, because the
probability and utility estimates we made may not be as exact as they seem. How

would plausible changes in these estimates aVect the expected utility-loss of each

management option? This question of secondary uncertainty can be addressed by
sensitivity analyses. Another use of sensitivity analysis is to answer ‘‘what if ’’

questions, such as, in this case, what if the patient had a cervical bruit, and his

prior probability of a carotid stenosis would be approximately two-fold increased,
or what if a CT scan had revealed a lacunar infarction, and the prior probability of

a carotid stenosis would be much lower? A third reason for doing sensitivity

analyses is to check the models’ behavior, in order to Wnd computational or
conceptional errors (12).

Figure 6.4 shows the results of a one-way sensitivity analysis: low prior probabil-

ities of a severe carotid stenosis result in lower expected risks of stroke and death
for each strategy, but more so for ‘‘duplex followed by angiography if positive.’’

High prior probabilities favor angiography. ‘‘Duplex only’’ is never the best option

in this analysis. At some prior probability of severe carotid stenosis, the expected
risk of death and stroke for angiography and duplex will be equal. This is called a

threshold probability. It is indicated by a dotted vertical line in Figure 6.4. Below

it, the threshold duplex is favored, and above it, angiography. The concept of a



Figure 6.5 Duplex or angiography? Threshold analysis: combinations of the risk of stroke or death after
angiography (x-axis) and prior probability of a severe symptomatic carotid stenosis (y-axis)
that lead to equal expected utilities for two diagnostic strategies (i.e., duplex followed by
angiography if positive, and angiography only.
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threshold probability can be used in more extensive sensitivity analyses: the

threshold analysis (sometimes wrongly called a two-way sensitivity analysis).
Figure 6.4 gives an example. It shows how much the threshold probability for

doing angiography only is increased when the risks of angiography itself are

higher, and the other way around. Combinations of values of the prior probability
and of the risks of angiography that favor one strategy are easy to Wnd out. Note

that the actual diVerences in expected utility loss are ‘‘concealed’’ in this graph;

they can be quite small.
Sensitivity analyses of this kind can only consider a few variables at one time

without becoming too complex. Moreover, plausible ranges of values are inves-

tigated, but the distribution of the values is not taken into account. Thus, an
unequivocal conclusion cannot be reached. By doing a full Bayesian or probabilis-

tic sensitivity analysis, this becomes possible. In Figure 6.5 the results of such an

exercise are shown. The cumulative distribution of the diVerence in utility loss was
estimated in a series of 1000 Monte Carlo simulations, where values of the

probabilities and utilities were drawn from logistic approximations of their

distributions, based on their 95% conWdence intervals (12,13). The mean diVer-
ence in utility loss between angiography and duplex followed by angiography if

positive is 0.3% in favor of duplex, with a 95% conWdence interval of −0.3% to

1.1%, indicated by two horizontal dotted lines in Figure 6.6. Note that even



Figure 6.6 Duplex or angiography? Probability sensitivity analysis: cumulative distribution of the differ-
ence in risk of stroke or death between two diagnostic strategies.
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though the 95% CI reaches beyond the boundary of no diVerence, for individual
patient decision making this will not aVect our choice, because the expected utility

of each option will remain the same. A decision has to be made anyway, even

though we are now aware that our knowledge is imperfect.

Conclusions

From this analysis, we concluded that duplex examination of the carotid arteries is

a useful screening procedure for severe carotid artery stenosis, but it is not
suYciently accurate to serve as a single preoperative diagnostic procedure, with-

out angiographic conWrmation of positive results. The results of the Bayesian

analysis may make us realize that when we want to make similar decisions in the
future, more precise estimates, and therefore more studies, are needed.

Therapeutic decision making: asymptomatic carotid stenosis

Our patient, a 65-year-old right-handed man, has now undergone endarterectomy for a
more than 70% symptomatic left carotid bifurcation stenosis. The operation was successful.
His pre-operative angiogram however, had revealed a more than 70% stenosis of the right
carotid artery as well. Should this patient now undergo endarterectomy for the asymptomatic
stenosis?



Figure 6.7 Asymptomatic carotid stenosis: decision tree for the management of a patient who has
already been successfully operated for a left symptomatic carotid lesion (15).
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Decision tree

This clinical problem is already well deWned, and can be a basis for drawing a
decision tree (Figure 6.7). The decision tree illustrates the trade-oV that has to be

made: reduction of the risk of stroke in the asymptomatic distribution against the

risks of endarterectomy of the asymptomatic carotid artery. The upper part of the
tree describes the chain of events after endarterectomy of the asymptomatic

carotid artery, whichmay result in perioperative complications, e.g., stroke lasting

more than seven days or death within 30 days of surgery. When the operation was
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uneventful, the patient may still suVer from a stroke, as with nonoperative
treatment. The possibility of death from other causes than asymptomatic carotid

distribution stroke (e.g., stroke in the symptomatic carotid distribution, myocar-

dial infarction, etc.) is also included in the tree, because when this risk is high it
will aVect the beneWt that is to be gained from the treatment under consideration.

The time horizon of the analysis is Wve years. The decision tree was analysed by

computing the Wve-year risk of asymptomatic carotid distribution stroke lasting
more than seven days, or surgical death. The tree structure seems simple but the

tree is for illustrative purposes only. The actual computations are more complex:

bothmain branches consist of subtrees denoting the chance of each outcome event
at one, two, three, four, and Wve years from now.

Estimates

Two large, well-designed, randomized clinical trials of themanagement of patients
with symptomatic carotid stenosis have been published, both suggesting that on

average, these patients are better oV with endarterectomy of the symptomatic

carotid artery than without (8.9). Although these two studies answer the general
question whether endarterectomy works as a treatment for patients with sympto-

matic carotid stenosis, their results deWnitely do not apply to our patient. In the

American Carotid Atherosclerosis Study, a randomized trial of endarterectomy
for asymptomatic carotid stenosis, less than one third of the patients had had

endarterectomy for a contralateral symptomatic carotid stenosis (14). Moreover,

the risks of endarterectomy in this study were very low. Its results may not be
generalizable to the majority of patients with asymptomatic carotid stenosis,

treated by vascular surgeons with less experience. We therefore estimated the risk

of stroke in the asymptomatic carotid distribution in the subgroup of patients in
the ECST who had a 30 to 99% asymptomatic contralateral carotid stenosis, and

identiWed two prognostic factors by means of proportional hazards regression:

severe carotid stenosis and hypertension (15). In Table 6.3 the probability esti-
mates for our patient are listed. The assessment of quality adjusted life expectancy

(QALE) will be described in the next section.

Computations

The estimated Wve-year risk of stroke in the asymptomatic carotid distribution in
the key patient was 12.1% without, and 3.5% after endarterectomy of the asymp-

tomatic stenosis. When the risk of death and stroke lasting more than seven days

associated with endarterectomy itself was included, the risk after operation in-
creased to 8.5%, still lower than after conservative management. The residual

diVerence was largely due to diVerences in risk of minor disabling stoke, however.

The Wve-year rate of death from any cause was also slightly in favor of endarterec-



Table 6.3. Probability estimates for a 65-year-old patient with an asymptomatic
carotid stenosis who has been successfully operated for a symptomatic carotid lesion
(15)

Point 95%

estimate conWdence

(5) interval

Data from ECST

Five-year cumulative risk of asymptomatic carotid

distribution stroke

12.1 8.3–17.5%

Death after stroke 22 9–35%

Major disability after stroke (Rankin 4 to 5) 24 10–38%

Minor disability after stroke (Rankin 1 to 3) 20 7–33%

No disability after stroke (Rankin 0) 34 20–52%

Five-year cumulative risk of death from causes other

than asymptomatic carotid distribution stroke

27.1 21.6–33.7%

Surgical death 1 0.5–2%

Major disabling surgical stroke 1.5 1–3%

Minor disabling surgical stroke 1.5 1–3%

Nondisabling surgical stroke 1 0.5–2%

EYcacy 70 50–90%
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tomy. Neither of these estimates make very good decision criteria, because surgical

strokes and deaths occur early, and health status is not considered.

Therefore, the decision tree was used to compute the survival in diVerent health
states over the Wve-year period (Figure 6.8). These estimates were combined into

time-restricted life expectancies, in order to compare the two treatment options.

The time-restricted life expectancy was slightly in favor of endarterectomy, for a
diVerence of 0.01 life years. When only survival in the normal healthy condition

was considered, there was a slight diVerence in life expectancy in favor of no

endarterectomy (0.02 life years). For the purpose of this analysis, the utility of
intermediate health outcomes (minor and major disability from asymptomatic

carotid distribution stroke or surgical stroke) was estimated (Table 6.4). It was

decided to proceed with empirical validation of these estimates only if their exact
values appeared crucial to the results and interpretation of the analysis.

Adjustment of the life years lived for preferences for health states was done by

weighing each year spent in a certain health state with its utility value, and then
computing the (time-restricted) quality adjusted life expectancy (QALE). The

time-restricted QALEs for the two strategies were virtually equal. The estimated

95% conWdence intervals for this diVerence (−0.16 to 0.10) indicated that the



Figure 6.8 Asymptomatic carotid stenosis: partitioned survival curves, computed with the decision
analysis model, showing the estimated cumulative proportions surviving with and without
minor and major disability, as a function of time, for both treatment options; no endarterec-
tomy (left) and endarterectomy (right). LE, time-restricted life expectancy; dfLE, diability-free
life expectancy; QALE, time-restricted quality-adjusted life expectancy (15).

Table 6.4. Utility estimates for a 65-year-old patient with an asymptomatic carotid
stenosis who has been successfully operated for a symptomatic carotid lesion (15)

Utility of health outcomes Point value Plausible range

No disability (Rankin 0) 1

Minor disability (Rankin 1 to 3) 0.90 0.80 to 0.99

Major disability (Rankin 4, 5) 0.50 0.25 to 0.75

Death 0

ModiWed Rankin scale: Grade 0: no symptoms; Grade 1: minor symptoms not interfering with

lifestyle; Grade 2: minor handicap, symptoms that lead to some restriction of lifestyle, but do not

interfere with the capacity of the patient to look after himself; Grade 3: moderate handicap,

symptoms that signiWcantly restrict lifestyle and prevent totally independent existence; Grade 4:

moderately severe handicap, symptoms that clearly prevent independent existence although not

needing constant attention; Grade 5: severe handicap, totally dependent patient, requiring constant

attention night and day.
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therapeutic yield will at best be small for this type of patient (Table 6.5).
Sensitivity analysis was used to examine the robustness of the analysis. We

computed the eVect of plausible changes in each estimate on the diVerence in

time-restrictedQALE between the two treatment options, when all other estimates



Table 6.5. Results of the decision analysis for a 65-year-old patient with an
asymptomatic carotid stenosis who has been successfully operated for a symptomatic
carotid lesion (15)

No

endarterectomy Endarterectomy

Five-year risk of asymptomatic carotid

distribution 12.1% 8.5%

stroke, or surgical death

Five-year death rate 27.3% 25.9%

Life expectancy (years) 4.18 4.19

Disability-free life expectancy (years) 4.04 4.02

Quality-adjusted life expectancy (QALE) 4.14 4.14
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were kept at their mean values. Only plausible changes in surgical risks changed
the diVerence in time-restricted QALE in favor of endarterectomy. If the risks of

surgical death and minor and major disabling surgical stroke were lower than the

estimates that we used, there would be an advantage of endarterectomy over
conservative management. If endarterectomy were completely without risk, this

would amount to only 0.1 extra quality-adjusted life years, or Wve weeks per Wve

years in the key patient. Plausible changes in the other estimates, and in the utility
estimates, were of much less inXuence on the treatment recommendation.

There is some evidence that very severe stenosis of an asymptomatic carotid

artery is associated with a particularly high risk of asymptomatic carotid distribu-
tion stroke, although this association could not be conWrmed by the ACAS,

probably due to small sample size (14). We used a separate regression model with

the degree of asymptomatic carotid stenosis as a continuous variable to estimate
the risk of stroke in the appropriate distribution. The subgroup of patients (n= 27,

3%) with a 80 to 99% stenosis and hypertension had a 25% Wve-year risk of

asymptomatic carotid distribution stroke, suYcient to warrant endarterectomy
according to the decision analysis (Figure 6.9). This Wgure also shows the diVer-

ence in time-restricted QALE between the two treatments as a function of the

degree of asymptomatic carotid stenosis. This turns in favor of endarterectomy at
75% stenosis (at least for patients with hypertension), but the gain is at most 0.12

quality-adjusted life years, even when surgical risks are low.

Conclusions

From this analysis we concluded that there is no good argument for performing

endarterectomy in patients with an asymptomatic carotid stenosis who have been



Figure 6.9 Asymptomatic carotid stenosis: five-year risk of asymptomatic carotid distribution stroke as a
function of the degree of asymptomatic carotid stenosis (continued lines), and the difference
in five-year-restricted quality-adjusted life expectancy (QALE) as determined with the deci-
sion analysis (dashed lines), for patients with and without hypertension. Positive values of
the difference in QALE indicate an advantage of no endarterectomy, and negative values an
advantage of endarterectomy for asymptomatic carotid stenosis (15).
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successfully operated for symptomatic carotid stenosis, other than in the context

of a randomized controlled trial.

Discussion

An analysis of diagnostic and one of therapeutic decision making have been used
to illustrate the key elements and methodology of clinical decision analysis in

neurology. This chapter is just meant to give a Wrst impression, and therefore

lengthy discussions of clinical or methodological topics have been avoided, but
references for further reading have been provided.

It can be extremely diYcult to formalize a decision-making process in a

mathematical model, and not to violate the laws of logic and probability calculus
on the one hand, or to lose contact with clinical reality on the other. Close

collaboration between decision scientists with a feeling for the art of clinical

decision making and clinicians with a background in clinical epidemiology and
biostatistics is therefore indispensable. Several textbooks on clinical decision

analysis exist (2–6,16–18), and some popular books on clinical epidemiology have

merged the decision analysis approach with other quantitative methods (19–21).
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Some medical textbooks already contain a chapter on decision analysis in general,
although decision-oriented textbooks are still a rarity.

The most diYcult part of a clinical decision analysis is the description of the

clinical problem. The construction of a decision tree (graphically or mathemat-
ically) is a process that deserves care and time. Obviously, lack of case and context

description poses a constraint on clinical applicability. The confusion about the

application of a decision analysis can often be avoided with a descriptive branch
that precedes the Wrst node in the tree and provides a clinically relevant context

and case description. This is important, because the basis for clinical applicability

lies in the description of a typical patient, on which the assumptions are based.
Only then will probability estimates be meaningful. In the stage where probability

estimates are made, methodological problems do not often arise, although the lack

of data that are readily applicable to the clinical situation may come as a surprise.
The choice of a utility structure may be diYcult. When utilities have to be

estimated empirically, one will have to deal with several methodological and

practical problems. Utilities are deWned as relative value judgements based on
substitution probabilities derived from standard reference gambles (3,6). Al-

though theoretically correct, the standard gamble is an awkward measurement

method in practice, because anxious and confused patients (but also volunteer
medical students) are frequently not consistent in their preferences for health

states, and their appreciation of risks (22). Alternative elicitation methods do not

seem to measure what is needed, that is preferences for outcomes in risky choice
situations (23). The use of quality adjusted life expectancy (QALE) seems to avoid

some of these problems, but the estimation of parameters for the QALE model

remains diYcult (24). Fortunately, preferences for health states play a major role
only in a minority of clinical problems, and many times, a suitable proxy is

available. Sensitivity analyses of the impact of plausible alternative utility assump-

tions may many times obviate the need for exact estimates.
Although the results of a decision analysis can be helpful in clinical practice, the

responsibility in clinical decision making will always remain with the clinician. He

or she communicates with the patient, weighs the medical evidence, and deter-
mines how and whether decision analysis should play a role in the decision-

making process, and where individual preferences come in. This process can never

be replaced by any automated procedure.
Apart from being useful in individual patient management, decision analysis

can help in identifying gaps in clinical knowledge that are important from a

decision-making point of view. In this way, decision analysis can be used to direct
future clinical research, and to evaluate the implications of the results of clinical

trials for individual decision making. A step further along this path would be to

integrate the decision analysis approach with the analysis of the results of clinical
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trials. This would imply Wrst of all doing away with meaningless compound
outcome measures such as ‘‘death or major morbidity.’’ These should make way

for survival estimates in diVerent, well-deWned health states (25–27). Moreover,

decision analysis can be useful in (para)medical education and as a guide for
protocol development (7).

Several circumstances have increased the need for decision support in the

clinical neurosciences; they have been mentioned in the introduction. The avail-
ability of powerful personal computers, the growing familiarity with clinical

epidemiology, and the emergence of centers for clinical decision science have

facilitated the application of decision analysis to real clinical problems (1). How-
ever, decision-analytic applications have not found their way into the clinic as

easily as was once predicted (7). Perhaps the main obstacle remains the reluctance

of doctors to think in terms of probability, in spite of omnipresent uncertainty
(17,28). Framing eVects (overestimation of the likelihood of rare events, anchor-

ing, etc.) may lead intuitively to other choices than a decision analysis recom-

mends, which makes it sometimes diYcult to accept the explicit advice (29). The
quality of a single decision cannot be measured just by its result (30). Good

choices can lead to bad outcomes, and the other way around. As a consequence, it

will be diYcult to prove that decision analysis indeed improves the quality of
clinical decision making. Nevertheless, we owe it to ourselves, to our patients, and

to the community that provides the resources for our health care system, that we

adopt an explicit, consistent, rational, scientiWc, and communicative attitude in
clinical decision making.
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Outcomes research in clinical neurology

Mitchell S. V. Elkind and Ralph L. Sacco

Introduction

Outcomes researchmay be deWned as the systematic collection and analysis of data
regarding the results of medical care. In a broad sense, all clinical medical research,

ranging from observational epidemiologic studies to randomized clinical trials,

could be considered outcomes research since it is concerned with the results of the
presence of disease or its treatment. Outcomes research in the present discussion,

however, refers more speciWcally to several overlapping areas of research within

the broader Weld of health services research which are directed at analyzing the
results of medical care in real patients in real health care systems with the goal of

improving their care. There is nothing fundamentally or conceptually novel about

outcomes research, but in the current understanding of the term it is represented
by a multidisciplinary Weld reliant upon contributions from physicians, health

services researchers, economists, epidemiologists, statisticians, and others. Al-

though it enjoys a strong commitment from national and private funding agen-
cies, it is a young Weld whose beneWts may only become apparent and generally

accepted several years from now.

This chapter will provide an overview of the historical roots of outcomes
research, describe the diVerent types of studies which fall under the rubric of

outcomes research, and discuss some of the major methodological issues which

face the investigator interested in this area. The role of outcomes research in
clinical neurology will be stressed, and examples from the neurologic literature,

particularly from the authors’ specialty Weld of stroke, will be used to illustrate our

points.

Historical perspective

Historically, in the United States, outcomes research as it is currently conceived

originated in the growing sense of a health care crisis that came about in the 1980s.

Arnold Relman, the former editor of the inXuential New England Journal of
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Medicine and an outspoken analyst of American health care, has described the
1980s as a period of great upheaval in our health care system following upon a

period of great expansion (1). During the post-World War II period the United

States experienced a dramatic increase in health care services provided to its
citizens. The number of hospitals and physicians increased rapidly, and the

amount of money expended both for clinical care and medical research grew

tremendously, such that from 1960 to 1990 the proportion of the gross national
product devoted to health care nearly tripled from 4.4% to 12%. The realization

that continued unchecked growth of this sort would bankrupt the country led in

the early 1980s to a policy of cost-containment, led by a Federal government
initiative to decrease Medicare spending. This resulted initially in the institution

of diagnostic-related groups, or DRGs, as a means of prospectively controlling

government payments for hospital services, and more recently in the proposed
Resource-Based Relative Value Scale as a means of controlling physicians’ fees (2).

Industry, concerned about its own loss of proWts due to health care expenditures,

has similarly reacted to the growth in costs, resulting in the growth of managed
care plans of several varieties.

In Relman’s view, the present climate of assessment and accountability is a

reaction to the interest in cost containment. Part of this reaction led to the Federal
Medical Treatment EVectiveness Program (MEDTEP) and in 1989 the establish-

ment by Congress of the Agency for Health Care Policy and Research (AHCPR).

This agency has awarded funding to several groups, or Patient Outcomes Research
Teams (PORTs), to both study and to develop methodologies for studying eVec-

tiveness and economics of many common diseases and their treatment. PORTs so

far have focused on common medical and surgical conditions including ischemic
heart disease and hip fracture, but also two neurologic conditions: low back pain

and stroke. The goals of these research projects are to assess the health care beneWts

and their costs of interventions for these conditions as they are treated in general
medical practice, information which is of growing importance to the public.

While economic forces are crucial to understanding the interest in outcomes

research, several other forces also operated to generate this interest (3). First,
despite the remarkable technological and scientiWc discoveries which have con-

tributed to the advance of modern medicine in the twentieth century, it has

become increasingly apparent that there is a discrepancy between scientiWc knowl-
edge and medical practice. In many cases, physicians lack an accepted scientiWc

rationale for much of their medical practice. Variations in practice patterns

between diVerent geographic regions, for instance, have been frequently cited as
evidence that nonscientiWc factors frequently inXuence medical decision making

(4). Moreover, studies by the Rand group (5) and others have shown that

physicians frequently make decisions that run counter to guidelines developed by
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professional consensus panels. One study (6) suggested that as many as 32% of
carotid endarterectomies performed in 1981 were done for inappropriate indica-

tions. Even when clinical trials and other studies are able to show a beneWt for a

particular therapy, physicians in practice do not necessarily incorporate this
knowledge into their practice. Outcomes research investigates the gap between

scientiWc knowledge and expert opinion and its transition into medical practice.

Third, the availability of computer capability to store and analyze huge quantities
of data regarding health care (insurance claims, discharge diagnoses, and mortal-

ity, for example) has allowed a fundamental change in the ability of investigators

to study outcomes in diVerent environments. Physician decisions, at least in
aggregate, have therefore become less private and more subject to investigation,

analysis, and criticism than ever before. Fourth, because of the new and competi-

tive health care payment systems manifested by the rise in health maintenance
organizations, there is an increased interest in ensuring that health care is respon-

sive to the needs and desires of patients as perceived by patients, not physicians.

Outcomes research frequently incorporates in its analyses measures of patient
quality of well-being or satisfaction in addition to those which may reXect

physiologic or functional results.

Outcomes research and clinical neurology

Neurology has several features which render it especially amenable to outcomes

research. First, neurologic conditions are highly prevalent. Stroke is the third
leading cause of death in the United States, and the leading cause of disability (7).

Headache and back pain, other common neurologic complaints, are among the

most frequent reasons patients seek medical attention. Second, while tremendous
progress has been made in identifying the etiology and pathophysiology of

neurologic disease, substantial therapeutic progress has lagged behind, and is only

now beginning to become a real possibility. Many neurologic diseases, such as
Alzheimer’s disease, Parkinson’s disease, multiple sclerosis, and amyotrophic

lateral sclerosis (ALS) are chronic conditions which are incurable but for which

therapies in use and under development may lessen disability and oVer sympto-
matic beneWt. Outcomes research has a role to play in determining the beneWts

and costs of therapy for patients when standard objective indices such as mortality

or incident clinical events are impractical. In such situations, analyses of func-
tional status, cognitive test scores, or quality of life may better reXect therapeutic

beneWt.



Table 7.1. Types of outcome studies

Natural history studies

EYcacy studies

EVectiveness studies

Cost-eVectiveness studies

73 Outcomes research

Types of outcome studies

Natural history studies

Outcomes studies may be conducted in several diVerent ways, and their designs
often reXect their intended uses (Table 7.1). Observational studies of the natural

history of disease over time provide an example of outcome studies in their

simplest sense. Patients are enrolled in a study at the time of diagnosis or some
particular clinical event and then followed to see what happens. Such studies may

be either case series from a particular clinic or population-based studies which

attempt to identify all the patients with a particular disease in a given population.
They may be conducted retrospectively, by identifying a cohort based on a

diagnosis made earlier in time, or prospective, in which the diagnosis is made in

the present and the patient is followed into the future. Such studies have long been
an important part of clinical neurologic epidemiologic research and may play an

exploratory role in planning further analytic research. For example, studies of the

natural history of patients with carotid stenosis with transient ischemic attacks
(TIAs) (8,9) or without TIAs (10) showed that such patients had a several-fold

increased risk of stroke compared to those without, thereby accelerating interest in

the use of carotid endarterectomy to decrease the risk of stroke. Well-recognized
limitations of such studies include the biases intrinsic to patient selection, and the

variation among the ways in which diVerent physicians may treat patients and

assess their outcomes.

Efficacy studies

Outcome studies intended to provide more scientiWcally valid and potentially

more useful results include eYcacy and eVectiveness studies. EYcacy analyses are

studies which attempt to determine the beneWt of a drug or other medical or
surgical therapy in a scientiWcally rigorous and objective fashion. These studies are

exempliWed by the randomized controlled trial (RCT), in which patients with

certain characteristics are selected and randomly assigned to an active treatment
or placebo, or perhaps one active treatment versus another. Outcomes are then

measured by observers blinded to the treatment status of the study subject, and

outcomes are compared among treatment groups.
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The recent NIH-sponsored study of the use of recombinant tissue plasminogen
activator (rt-PA) in acute ischemic stroke is an example of a well-conducted

randomized trial relevant to neurology (11). In this study, 333 patients with acute

ischemic stroke within 3 hours of presentation were randomized to receive either
rt-PA or placebo. The primary outcomemeasure of eYcacy was a composite score

measured at 3months combining four diVerent ranking scalesmeasuring diVerent

aspects of functional status and neurologic deWcit (Barthel index, modiWed Rankin
scale, Glasgow outcome scale, and NIH stroke scale). The rt-PA treated group was

30% more likely to show minimal or no disability at 3 months.

The factors which make an eYcacy study scientiWcally valid, however, are the
very same factors which conspire to make it less generalizable to everyday clinical

practice. EYcacy studies, for example, typically exclude patients with coexistent

diseases which might either inXuence the prognosis or otherwise confuse the
measurement of outcomes. The patients treated by clinicians every day, however,

often have coexistent diseases which would cause them to be excluded from trials.

Are therapies deemed eYcacious in studies of highly selected patients necessarily
beneWcial for the potentially more complicated patients clinicians face in their

oYces? Similarly, physicians in the real world may behave very diVerently from

those actively involved in enrolling patients in a clinical trial. A recent trial of
thrombolysis (12) in acute stroke conducted in Europe makes this point nicely. In

this study, which used a 6 hour time window, physicians were instructed to

exclude patients with early evidence of infarction on CT. Despite this intended
exclusion criterion, however, 66 patients were enrolled and treated despite what

was later read by a review committee as evidence of either early infarction or

hemorrhage on CT. The investigators provided analyses for two groups, an
intention-to-treat group including the patients with abnormal scans, and a target

group, which excluded those patients with abnormal scans. The target group

analysis showed a beneWt for rt-PA treated patients but the primary analysis – the
intention-to-treat analysis – did not. It is unlikely, however, that neurologists in

the community, without any special training in interpreting these Wlms, would

fare better in selecting patients than those physicians involved in the study itself.

Effectiveness studies

Studies which attempt to determine the outcome of therapies administered by
physicians practicing in the community are termed eVectiveness studies to distin-

guish them from studies in the more artiWcial and controlled atmosphere of

eYcacy analysis. In the above example, although rt-PA may be considered eYca-
cious if administered appropriately within 6 hours based on the data from the

European study, it is unlikely to be eVective when used on a population-wide

basis. In many clinical situations, moreover, there are no RCTs to guide treatment



Table 7.2. Characteristics of efficacy and effectiveness studies*

EYcacy study EVectiveness study

Study design Randomized, controlled trial Observational

Patient population Well-deWned, homogeneous Heterogeneous

Provider Academic investigator or

experienced, expert clinician

‘‘Usual’’ caregivers or

physicians

Treatment Comparison to placebo or

standard therapy

Comparison of types of care

ordinarily rendered

Sources of data Primary data collected for

purpose of study using speciWc

instruments

Secondary data using

administrative databases,

literature review

Outcomes Clinical events or measures Clinical events, patient-related

outcomes

Informed consent Always Not necessarily

Generalizability Limited Broad

*Adapted from (14).
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decisions, and eVectiveness studies are all clinicians may have to guide manage-
ment.

The design and conduct of eVectiveness studies is necessarily diVerent from that

of eYcacy analyses since they attempt to assess actual practice (Table 7.2). Most
importantly, the patients and clinical environments studied will be as unselected

as possible in order to closely represent clinical practice. Because human factors

are as important to the understanding of the results of the eVectiveness analysis as
medical or biologic principles, investigators attempt to use subjects from a variety

of diVerent types of practice settings and geographic locales to assess whether such

factors inXuence outcomes. For example, a recent eVectiveness study of the
beneWts of rehabilitation for patients with stroke or hip fracture (13) Wrst selected

a random sample of 92 rehabilitation facilities and skilled nursing facilities from

17 states. Patients who had been admitted to these facilities in a nonrandom
fashion by their physicians, who are presumed to be exercising standard clinical

judgement, were then selected at random for data collection and analysis. Data

were collected on a range of diVerent factors including functional and cognitive
status at admission and after discharge, health care resource utilization, and

location to which the patient was ultimately discharged. The study found that

facilities which provide intensive inpatient rehabilitation result in better outcomes
for stroke patients, but not for hip fracture patients, even after controlling for

status on admission.

EVectiveness studies, moreover, may be used for purposes quite distinct from
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those of eYcacy analyses. Such purposes include decision analysis, quality assess-
ment, and disease management programs. Decision analysis is an attempt to

formalize the process of decision making which occurs in clinical situations in

which there are uncertain outcomes. This method relies on breaking down
complex decisions into their component parts in order to make explicit the

reasons governing choices of one option over another, thereby substituting a

rational foundation for decision making where before there was only opinion.
EVectiveness studies may provide data about the results of care which can be

useful to the decision analyst in assigning the likelihood of certain outcomes to

various decision points. Such analyses may be used by clinicians at the bedside or
by administrators determining standards of care or clinical pathways. In similar

fashion, onemeasure of quality of care oVered by a provider is how eVective it is in

actual practice. Disease management programs are organizational structures
which allow an institution to continually monitor the way in which it manages

medical conditions and costs such that it can continually provide optimal care. It

diVers from the traditional paradigm of the individual physician encountering
patients in the oYce and emphasizes instead a population-based approach in

which persons at risk are identiWed, interventions are made, outcomes are meas-

ured, and care is continually adjusted to optimize outcomes based on new
available data. Such systems of disease management are just in the early stages of

their development and have yet to be proven eVective themselves.

EVectiveness studies have important limitations. Because they are by deWnition
aimed at uncovering actual unconstrained physician and patient behavior, they

are likely to be conducted as observational studies rather than as interventional

ones. It therefore becomes important in the analysis of the data to account for
selection biases which may lead to diVerential case mixture and disease severity.

Because of their noninterventional nature, they also tend to provide information

about what is done rather than about what might be done. Some investigators,
however, are designing eVectiveness trials which would require patient recruit-

ment, informed consent, randomization, and data collection similar to that used

in eYcacy studies, but would enroll a heterogeneous patient population more like
those to whom the study is intended to generalize, use physicians like those in the

community, and impose fewer protocol-related restrictions (14). The Cholesterol

Reduction Intervention Study (15), for example, will randomize patients with
hypercholesterolemia to receive either niacin and ordinary stepped-care according

to the treating physician’s preferences or to an HMG CoA reductase inhibitor

(lovostatin).

Cost-effectiveness studies

While eVectiveness studies have the advantage of oVering clinicians assistance in



Table 7.3. Types of health economic evaluations

Type of analysis Feature

Cost-minimization Assumes that measure of health eVectiveness for two

alternatives is equal, and seeks to identify minimum cost

strategy

Cost-eVectiveness analysis Determines cost in dollars to obtain a unit of health care

outcome, in which the measure of outcome may be deWned

in any of several diVerent ways

Cost–utility analysis Determines cost in dollars to obtain a unit of health care

outcome, in which the measure of outcome is universal and

patient-centred (quality-adjusted life years)

Cost–beneWt analysis Places dollar value on the health care outcome itself, such

that both costs and outcomes may be compared in monetary

terms

77 Outcomes research

choosing a particular mode of therapy, they do not provide policy-makers or third

party payers information regarding the eYciency or costs of given interventions.

Even eVective treatments may still be too expensive, in society’s opinion, to
warrant their use. Health economic studies, an important and growing division of

outcomes research, are a more speciWc type of analysis which attempts to relate a

given increment in eVectiveness to a dollar cost. Such analyses may be used to
determine whether the spending of a given amount of money on a particular

therapy results in a greater or lesser net eVect on overall health outcome than

spending the same amount of money on a diVerent therapy.
The cost-eVectiveness ratio is the central measure used in cost-eVectiveness

analyses. This is a measure of the incremental cost of obtaining a unit of health

outcome from a particular intervention when compared with an alternative
intervention (16). The ratio is obtained by dividing the diVerence between the two

interventions in terms of their costs by the diVerence in their health outcomes

(Equation 1).

C/E ratio =
(Cost of intervention−Cost of alternative intervention)

(Effect of intervention−Effect of alternative intervention)

=
Net cost

Net effects
=

Cost

Unit of health
(1)

Several types of health economic evaluations exist (Table 7.3). In a cost-

minimization analysis the health outcomes of the two interventions being com-

pared are assumed to be equal, and the study seeks to determine the least expensive
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strategy. A cost-eVectiveness analysis may use as its measure of eVectiveness any
index of health outcome, including lives saved, hospital days, or a change in a

functional rating scale such as the Barthel index or Karnofsky score. A cost–beneWt

analysis is one in which the health outcomes themselves are converted into dollar
amounts, for example by determining how much productivity is lost due to a

given state of ill health. The dollar value of a health outcome may therefore be

compared with the cost of obtaining that health outcome to determine an overall
net value in dollars of an intervention. The advantage to such an analysis is that it

allows the analysis of outcomes and costs to be conducted entirely in monetary

units, but its disadvantage is that it requires assumptions to be made to determine
monetary values of health states, and also reduces health states to monetary terms.

Cost–utility analyses: quality-adjusted life years

In many cases, the cost-eVectiveness ratio must function as a comparator of

diVerent health care interventions with potentially diVerent fundamental types of

outcomes. For example, policy-makers using the results of the analysis may wish
to choose between diVerent interventions such as acute stroke therapies or

treatments of chronic diseases such as ALS, the outcomes of which will likely need

to be measured in very diVerent ways. Because of this, the unit of health in the
denominator of Equation 1 must be comparable across all types of study out-

comes. A universal indicator of beneWt, or outcome, which has been developed for

this purpose is the quality-adjusted life-year, or QALY. A cost-eVectiveness study
which uses as a measure of eVectiveness the QALY is more correctly labelled a

cost–utility analysis, but the label cost-eVectiveness is commonly used for this

speciWc type of analysis, as well. The QALY allows investigators to determine the
eVects of an intervention on both quantity and quality of life. It is calculated by

multiplying the number of years a person is expected to survive by a factor which

represents the relative value of life in that state of health as compared to the state of
perfect health. This factor is referred to as the ‘‘preference,’’ ‘‘value,’’ or ‘‘utility’’ of

a given health state, and is represented by a number between 0 (dead, the minimal

reference state) and 1 (normal healthy state).
Various methods exist for determining utilities of given states, and they usually

require posing questions to subjects about their preferences for living in various

states. Some common neurological conditions and the utilities assigned to them
are given in Table 7.4. One example of the method involved in such utilities

analysis in the neurologic literature comes from a study of patient preferences for

stroke outcomes (17). Patients at risk for stroke were interviewed using case
scenarios about possible stroke syndromes and outcomes, and asked to rate the

relative outcome of each scenario. Not surprisingly, patients found increasingly

unacceptable strokes of increasing severity. More notably, however, patients



Table 7.4. Utilities for selected health states*

Health state Utility

Healthy (reference state) 1.0

Taking aspirin† 0.999

Taking warfarin† 0.990

Migraine‡ 0.82

Depression‡ 0.70

Moderate motor stroke§ 0.43

Constant severe pain** 0.28

Dead (reference state) 0.00

Dementia** �0.00

Coma** �0.00

Severe hemiplegia§ �0.00

*Adapted from (23); †From (24); ‡From (25); §From (17); **From (26).
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valued states of severe hemiplegia less than those involving confusion, global
aphasia, and death. Utilities for such states would thus appear as negative numbers

on the 0 to 1 scale.

Although the advantage of using QALYs as a measure of health outcome is
applicability across disease states, this universality creates limitations, as well. A

gain in QALYsmay be achieved in any one of several diVerent ways. Lengthening a

subject’s life by 10 years in a state of severe disability with a utility of 0.10
(QALY=10� 0.1 = 1.0) is in this analysis equivalent to lengthening the life of a

healthy person by one year (QALY= 1� 1.0 = 1.0). This may not represent our

true belief about how we would prefer health care decisions to be made, however.
An extensive literature in utility analysis is undergoing development for the

purposes of assessing this methodology.

Sources of data

The design of cost-eVectiveness studies can take many diVerent forms depending

upon the type of intervention to be analyzed and the resources available to the
investigator. The source of the data to be analyzed may come from either data

collected as part of a study conducted at least in part as a cost-eVectiveness

analysis, or data obtained by a review of previously conducted research related to
the intervention of interest. The former may be a cost-eVectiveness trial, in which

data regarding costs and eVects are collected in subjects in the real world,

randomized to one treatment or another, as in the eVectiveness trials described
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above. Such studies are generally hard to conduct, however, because the length of
follow-up needed to capture the relevant health outcomes and economic costs is

generally longer than the time period of clinical trials and the sample sizes are very

large due to the increased variance in economic as compared to clinical data. More
reasonably, a cost-eVectiveness trial may be ‘‘piggybacked’’ onto an existing

randomized clinical trial which is in fact being conducted as an eYcacy analysis.

Economic data and health outcomes data incorporating results other than mor-
bidity and mortality may be collected as part of the trial. Such studies may be

limited, however, by their obvious focus on eYcacy rather than eVectiveness, and

their need for larger sample sizes than the RCT itself. Additionally, the time period
relevant to the cost data may be longer than that of the trial. A patient may reach a

clinical endpoint in a trial at the time he suVers a disabling stroke, for instance,

and so data collection may cease, but the costs which will be generated by his care
from that point on are important for the economic analysis.

Because of these methodologic limitations, many CEAs utilize secondary data

sources. These may include administrative databases such as HCFA records on
hospital discharge diagnoses, published retrospective and prospective observa-

tional studies, RCTs, and meta-analyses. Statistical modeling may also be used as

part of either type of study, and frequently allows some extrapolation from the
available data.

Estimating costs

Once an investigator has chosen a means of evaluating a health outcome (to be

discussedmore fully below), a method of determining costs of an intervention and

its alternative must be given. This process involves estimating the costs of each of
the possible short- and long-term consequences of the intervention. These costs

include direct and indirect costs. Direct costs may be medical, such as the value of

all health-related goods and services consumed as a result of each of the conse-
quences of the intervention, or nonmedical, such as the cost of transportation of

the patient or the cost of time away from work to participate in the intervention.

Indirect costs are those which accrue due to morbidity and mortality associated
with an intervention and represent future lost productivity. Because such costs are

actually reXected in the QALY determination related to the intervention, however,

it may be more appropriate not to include these indirect costs in the numerator as
a dollar cost of the intervention.

Various methods exist for determining the costs associated with the resources

used for each intervention. Costs may be determined by a detailed itemization,
accounting for the speciWc number of pills administered to a patient, or the

number of bandages used. So-called microcosting, however, is generally too

time-consuming, and so most investigators use gross costing techniques, which
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ascribe a certain value to a given procedure or therapy based upon its average cost,
perhaps weighted by regional factors.

In assessing both costs and patient preferences for given outcomes, one import-

ant concept whichmay be taken into account is discounting, which simply reXects
the fact that people value more highly resources which are available to them in the

present than in the future. In addition, though it is somewhat controversial, they

also appear to value more highly health states which occur in the present to those
in the future. For these reasons, most investigators discount future costs and

health care outcomes by about 3–6%, which is thought to reXect their present

value.

The cost-effectiveness model: an example

A cost-eVectiveness analysis, like a decision analysis, may be constructed using as a
schematic model a branching tree in which each of the branch points represents

alternative possible pathways with diVerent probabilities and independent out-

comes. The Wrst branch point reXects the decision between choosing the interven-
tion and the alternative with which it is to be compared. Subsequent branches will

arise whenever there are diVerent possible alternatives which may arise, either

because of random variation or physician and patient choice. Each branch of the
tree is associated with a given set of costs and health outcomes. Depending upon

the relative probabilities of the diVerent outcomes and the preferences for the

resulting health states, diVerent cost-eVectiveness ratios will be generated. Con-
struction of the schematic model is extremely important to the ultimate validity of

the cost-eVectiveness analysis, and great care must be used to ensure that it

accurately and completely reXects clinical reality and decision making.
Figure 7.1 shows a model that was used in a recent cost-eVectiveness analysis of

anterior temporal lobectomy for intractable epilepsy (18). The Wrst two major

branches, or trunks, of the model represent the intervention and the alternative
with which it is compared. In this example, a choice is made for each patient

whether to continue with medical management or to proceed to further evalu-

ation for potential surgical resection of an epileptogenic focus. Once the decision
to proceed to further evaluation is made, the patient undergoes noninvasive

electroencephalography. Depending upon the results of that test, the patient may

(1) be deemed an unsuitable candidate for further evaluation, (2) undergo
invasivemonitoring, or (3) undergo anterior temporal lobectomy. The probability

of each of these branches was determined in this case by a review of the available

literature. Each alternative is associated with several possible outcomes, the prob-
abilities of which were again determined by literature review: seizure control oV

medications, seizure control on medications, persistent seizures, morbidity of one

of the procedures if performed, or death. The costs of each of the pathways and the



Figure 7.1 An example of a model for a cost-effectiveness analysis: anterior temporal lobectomy.
Adapted from (18).
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probability of its occurrence may then be multiplied to determine an overall cost

of the intervention and its alternative. The utility (in QALYs) of each of the
possible resultant health states is also determined and multiplied by the probabil-

ity of its occurrence. In this case, the utility was based upon a quality-of-life

instrument developed for use in epilepsy research, the ESI-55 (19), administered
to epilepsy patients.

Because a cost-eVectiveness analysis always involves some degree of artiWciality

in its model and assumptions, the robustness of its Wndings are assessed by
conducting sensitivity analyses. This is simply a way of varying the assumptions,

for example, about the relative probabilities of various outcomes and patient

preferenceswhich are important to themodel in order to determine the eVect such
variations have on the Wnal result. Ideally, for a cost-eVectiveness ratio to be

considered valid, one would like to see it change very little over a wide range of

assumptions about a given parameter. Sensitivity analysis, moreover, should allow



83 Outcomes research

one to determine the threshold for a given parameter at which the cost-eVective-
ness changes signiWcantly.

In the above example regarding temporal lobe resection (18), for instance,

sensitivity analyses were conducted to determine what eVect changing each of the
important probabilities, costs, and outcomes through a range of plausible possi-

bilities would have on the cost-eVectiveness ratio. It was found, for instance, that

using in the model increased probabilities of being selected for further evaluation
after noninvasive electroencephalographic monitoring and of being seizure-free

after surgery increased the cost-eVectiveness of surgery. Alternatively, assuming a

minimally improved quality-of-life with seizure control led to a lower estimate of
cost-eVectiveness. By performing computations using variations in diVerent par-

ameters simultaneously (multiway sensitivity analysis), the author was able to

come up with ‘‘best’’ and ‘‘worst’’ case scenarios, or situations in which the
cost-eVectiveness is either minimized or maximized. For example, it appeared that

under most ordinary clinical circumstances, evaluation for surgical resection was

likely to be more costly, but also more eVective, than medical management alone,
and only under the most optimistic assumptions was surgery likely to provide

long-term cost savings. Such information may be of use to both clinicians and

organizations responsible for determining how to allocate scarce medical re-
sources.

Outcome measures

Common to all of the above types of analyses, whether eYcacy, eVectiveness, or

cost-eVectiveness, is the need to measure outcomes in an appropriate, accurate,
and valid fashion. Outcomes are essentially measures of the result of medical care,

and they may be assessed in several diVerent ways. One way of classifying

outcomes is in terms of either speciWc events or repeated measures of some
parameter. Certain neurological diseases, for example, lend themselves to the

measurement of speciWc events: strokes, seizures, or mortality from glioblastoma,

for example. The outcomes of other neurological diseases, however, may be better
assessed by measuring some parameter representative of the patient’s condition.

Such parameters may be laboratory parameters, which may take a continuous

range of values with some range of possibilities. Clinical trials of interferon-beta in
multiple sclerosis, for example, have relied on evidence that there is a decrease in

burden of disease as manifested by lesion volume on MRI in addition to clinical

parameters of eYcacy (20). It has been suggested, for example, that the outcome of
an intervention in Alzheimer’s disease may best be studied by a measure of the

patient’s cognitive or functional status repeated serially over time. Numerous

rating scales have been developed for the purpose of measuring function over time



Table 7.5. Neurologic rating scales

Disease-speciWc scales

The UniWed Parkinson’s Disease Rating Scale (UPDRS)

Abnormal Involuntary Movement Scale (AIMS)

National Institutes of Health Stroke Scale (NIHSS)

Orgogozo Scale for Middle Cerebral Artery Infarction

Cognitive status scales

Blessed Dementia Test

Mini-Mental State Examination

Functional outcome scales

Glasgow Outcome Scale

ModiWed Rankin Scale

Barthel Index

Functional Independence Measure (FIM)

Quality-of-life measures

Quality of Well-being (QWB)

Quality of Life in Epilepsy (QOLIE) Instruments

Epilepsy Surgery Inventory (ESI–55)
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in Alzheimer’s and other neurological conditions (Table 7.5). Some of these are

disease-speciWc, such as the UniWed Parkinson’s Disease Rating Scale (UPDRS),
which assesses motor function in that disease, or the NIH stroke scale, which is

designed to measure the severity of neurological deWcit after stroke. Other

measures are more general measures of functional status, such as the Index of
Independence in Activities of Daily Living or the Barthel Index.

Certain measures are particularly suited to outcomes research in its commit-

ment to assessing overall patient well-being. Outcomes research seeks to expand
beyond the conWnes of medical research as it has traditionally been conceived in

terms of narrowly deWned physiologic parameters or counts of mortality and

morbidity. It thus uses as measures of outcome markers of overall well-being of
the person in his or her social, as well as medical or health, context. As noted

above, it is only in this way that measures of eVectiveness can be compared across

diseases and treatments. The Medical Outcomes Study (MOS) Short-form Gen-
eral Health Survey was developed speciWcally as a comprehensive, valid, but easy

to administer general health survey. It utilizes 20 items designed to capture six

health concepts: physical functioning, role functioning, social functioning, mental
health, health perceptions, and pain. A measure which can incorporate weights

reXecting individual’s preferences for given health states, which is essential for

cost-utility analysis, is the Quality of Well-Being (QWB) scale.
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The choice of an appropriate measurement scale cannot be overstated. A recent
clinical trial of the calcium-channel antagonist nimodipine in acute stroke dem-

onstrates this point. In the American Nimodipine trial, analyses of the eYcacy of

the drug were performed using seven diVerent stroke scales. It was found that the
results of the study were statistically signiWcant for two of the scales (the Matthew

and Toronto scales), marginal for a third (NIH stroke scale), and not signiWcant

for four others (Canadian, Frithz–Werner, Orgogozo, and Scandinavian) (21).
The scales which did show beneWt, moreover, were most heavily weighted towards

higher cerebral functions rather than sensorimotor function, suggesting that the

choice of outcome and its measurement instrument may strongly inXuence the
results of a study.

A recent study of selegeline and vitamin E in Alzheimer’s disease used both

event measures and repeated measures over time as outcomes. The primary
outcome measure was a complex composite ‘‘event’’: the occurrence of any one

of : death, institutionalization, loss of ability to perform at least two of three

activities of daily living, or severe dementia, as determined by a Clinical Dementia
Rating of 3. The secondary outcome utilized repeated measures at 3-month

intervals on several diVerent scales of dementia, behavior, functional status, and

extrapyramidal motor symptoms. The investigators found a statistically signiW-
cant beneWt for each of the medications compared with placebo on the primary

outcomemeasure, and a beneWt of treatment on scales that involved assessment of

activities of daily living, but not on cognitive scales. The authors speculated that
‘‘. . . functional and occupational measures of cognitive capacity are better indi-

cators of disease progression than psychometric measures’’ (22). The composite

primary outcome measure used in this study demonstrates, moreover, that event
measures may be constructed to Wt clinical scenarios other than events such as

death or traditional clinical events. Whether outcomes in other neurological

diseases with chronic, debilitating courses are best studied using eventmeasures or
repeated measures remains an open question.

Conclusions

Outcomes research is a new and growing Weld, particularly with respect to its role

in neurology. The premises upon which the need for outcomes research has been
based are strong. Financial resources are limited, and the public requires a rational

basis for choosing and paying for various diagnostic and therapeutic interven-

tions. Clinical practice often deviates from what has been determined the most
eYcacious care for various reasons, including diVerences in patient population

and physician experience. Outcomes research, though imperfect, attempts to

provide a way of addressing these issues in as scientiWcally valid a fashion as
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possible. Investigators are only beginning to grapple with the diVerentmethodolo-
gies required to perform analyses of eVectiveness and cost-eVectiveness. Con-

structing valid models for analyses that reXect clinical practice, determining

appropriate measures of outcome for diVerent diseases, and assessing patient
preferences for various health states are all important areas for further develop-

ment. The ability of neurologists to apply the increasingly exciting discoveries in

neuroscience to patient care will likely depend on the ability of clinical scientists
and health services researchers with an interest in neurology to perform outcomes

research with the same expertise as investigators have traditionally performed

basic and clinical science.
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Survival analysis in neurological diseases

John F. Kurtzke and Mitchell T. Wallin

Introduction to survival analysis

Survival analysis can be deWned as the statistical processing of survival data. It
allows one to examine the time interval from a given starting point (e.g., diagnosis

of disease) to a discrete outcome (e.g., death) for a speciWed group. If this group is

a random sample of the population, then the survival experience of the group will
reXect that of the general population. It is the goal of this chapter to provide an

overview of survival analysis as it relates to the major disorders within neurology.

Death will be the predominant outcome measure in discussions. The Weld of
survival analysis has had many recent advances and for a more technical dis-

cussion, the reader is referred to more exhaustive sources (1–4).

The ideal survival study would follow all members of a cohort from a speciWed
time to a predetermined outcome. Unfortunately, the reality of assembling a

survival cohort must allow for diVerent outcomes. This is illustrated in Figure 8.1

where seven subjects were followed for variable lengths of time after an acute
ischemic stroke. The outcome in this example was death. The subjects were

recruited during a 2-year period and followed for 4 years. Subjects four, Wve, six,

and seven reached the endpoint in the study prior to the end of the observation
period. Subjects one, two, and three were censored. Censoring occurred in

subjects two and three because they reached the end of the study before dying. This

is called right censoring (5). Subject one was lost to follow-up prior to the end of
the closing date and was thereby censored. On the other extreme, one must take

into account diVerent starting points. The goal is to summarize the probability of

survival of a particular group over time in a table or survival curve (with the x-axis
representing time and the y-axis representing the proportion surviving). Two

commonly used methods to handle censoring and variable starting times include

life table analysis and the Kaplan–Meier approach.



Figure 8.1 Patients with ischemic stroke that enter a study at different times with known (x) and
censored (o) survival times (x, death; o, censored).
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Life table method

The life table method (also called the actuarial approach) is often applied when

survival data are grouped into regular time intervals (6). We will add some more
data to the original stroke survival example to illustrate the technique. Suppose the

goal is to deWne survival after acute ischemic stroke. In the community under

study, 100 such patients at the time of the ictus and another 20 who had their
strokes 1 year previously have been ascertained (Table 8.1). In the Wrst year of

follow-up, there are 20 deaths, but 10 patients have been lost from observation.

The Wrst line of Table 8.1 describes that year.
In this life table, the interval is years. While we know which year subjects were

lost to follow-up (censored), we do not know exactly when they were lost. By

custom, losses are considered equally distributed throughout the interval, so they
contribute half their number to the cases at risk of death in that interval. The

number at risk in the Wrst year, then, is the number seen from onset (100) minus

half the losses, or 95 cases. Twenty deaths in 95 give a ratio of 0.211, and thus 0.789
of the series are alive, giving a survival for the Wrst year after stroke of 78.9%.

In the second year, the 70 survivors of year 1 (100− 20 deaths − 10 losses) are

added to the 20 cases Wrst ascertained 1 year after the ictus. By adding subjects with
diVerent starting points at the proper observation year, the problem of a staggered

entry into the follow-up period is solved. Note that it would have been improper



Table 8.1. Survival after ischemic stroke (hypothetical data)

Annual ratio
Percentage

Year Number at risk Deaths Losses Dead Alive survival

1 (100− 5) = 95 20 10 0.211 0.789 78.9

2 (70+ 20− 5) = 85 15 10 0.176 0.824 65.0

3 (65− 3)= 62 10 6 0.161 0.839 54.5

4 (49− 3)= 46 5 6 0.109 0.891 48.6
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to add these 20 before this point, as by deWnition they already had survived

one-year post stroke. They can be included only from the time of ascertainment

(5). These 90 minus one-half the losses result in 85 at risk, among whom 15 deaths
occurred for a ratio of 0.176. The balance surviving (0.824) is multiplied by the

previous year’s balance surviving (0.789) to give a survival of 65.0% for 2 years

after the stroke. This is an example of conditional probability where the probabil-
ity of surviving from the beginning of the study until the end of year 2 is the

probability of surviving year 2, conditional on having survived year 1. In this

example, the median (50%) survival time is reached in the fourth year after ictus.
A typical survival curve using the life table approach for a multiple sclerosis cohort

is illustrated in Figure 8.2.

Kaplan–Meier method

In 1958, Kaplan and Meier Wrst proposed a survival analysis method based on the
precise survival time (7). As opposed to an arbitrary interval (i.e., life table

method), the Kaplan–Meiermethod uses the exact time of an outcome in calculat-

ing survival. This leads to the characteristic irregular steps of the survival curve.
Only subjects with exactly the same survival time are in each interval. This small

interval essentially eliminates the need for the assumption of uniformwithdrawals

over the interval discussed above for life tables. Rather than using a correction
equation for the interval, censored subjects are considered to be at risk until the

time that they drop out. Between events, the proportion surviving remains

unchanged, even if there are intermediate censored observations. With a small
sample, the Kaplan–Meier method is more eYcient than the life table method as

exact times for the outcome of interest are used rather than an approximation (i.e.,

life table method).
The technique can be illustrated using the ischemic stroke sample data shown in

Figure 8.1. The Wrst step is to rank order the data based on the length of time (in

years) in the trial. Censored items are marked with an asterisk:

2.5* 3 3.5 4 5* 5.5 6.0*



Figure 8.2 Percentage survival in multiple sclerosis by years after onset from: epidemiologic series of
Lower Saxony (�—�); FRG original hospital series from 11 neurologic centres (s—s);
revised FRG hospital series (cases with 2 + years under observation) (�—�); contrasted with
expected survival from age 30 from FRG life tables 1976–78 weighted 1: 2; M: F (*—*). From
(16) with permission.

Table 8.2. Kaplan–Meier life table analysis (data in Figure 8.1)

Time Number at Number of Death Survival Cumulative

(years) risk deaths rate rate survival rate

3 6 1 0.17 0.83 0.83

3.5 5 1 0.20 0.80 0.66

4 4 1 0.25 0.75 0.50

5.5 2 1 0.50 0.50 0.25
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The next step is to put the data into a Kaplan–Meier survival table (Table 8.2). As
opposed to the regular yearly intervals seen in the life table method (the far

left-hand column of Table 8.1), the yearly intervals in the Kaplan–Meier table

correspond to the exact year each subject dies. In the Wrst line, there are six persons
at risk because one person was censored at 2.5 years. The survival rate at 3 years is

equal to 1 − death rate or 1− 1/6= 0.83. At 5.5 years, three persons have died and

one was censored leaving two persons at risk. The cumulative survival at year 5.5 is
the probability of surviving 5.5 years for all subjects who started the study. It can
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be calculated bymultiplying the cumulative survival rate at 4 years (0.50) times the
survival rate (probability of survival for those starting the interval) at year 5.5

(0.50), which is 0.25. The median survival for this cohort occurs during the fourth

year. A Kaplan–Meier curve showing the survival experience of two stroke cohorts
is illustrated in Figure 8.7.

In most cases, both the life table method and the Kaplan–Meier method give

similar survival probabilities. Some general assumptions must be emphasized with
both methods:

(1) A clear starting point. This must be deWned by the investigators with some

possibilities including time of diagnosis, time of Wrst symptom, or time of a

particular procedure (e.g., carotid endarterectomy). Each possibility will have
concerns regarding accuracy and reliability. A uniform, reproducible starting

point must be applied to all subjects.

(2) A clear end point. While death is often used in studies and is very concrete,
other measures (e.g., disability scales, quality of life indexes) that involve

individual examinations and questionnaires are often applied. These carry the

potential for bias because of variation in reporting. This variation can occur
within reports generated by one investigator or reports generated between

several investigators in a particular study.

(3) Loss to follow-up should not be related to the end point. One assumes that the
reason a subject is censored before the end of the study is not related to the

end point. In our example of stroke survival, if persons withdrew due to

recurrent pneumonia from stroke-related swallowing disorder, they likely
would have had a greater probability of dying than those remaining in the

study. If these subjects are excluded, then the survival rate will be over-

estimated and the death rate underestimated.
(4) No secular changes. Changes in diagnosis, treatment, and data collection

techniques can often produce misleading results in a cohort assembled over a

long period of time. Feinstein et al. showed how lung cancer survival rates
falsely increased in more recent cohorts of patients (8). What actually hap-

pened was that the more recent cohorts of lung cancer patients demonstrated

less severe disease due to improved imaging and diagnostic data. This resulted
in a ‘‘stage migration.’’ Because the prognosis of those who migrated, al-

though worse than that for othermembers of the good-stage group, was better

than that of the bad-stage group, survival rates rose in each group without any
change in individual outcomes. This eVect must be taken into account in

studies that follow cohorts for long periods of time.

There are a number of ways to summarize survival data. The median survival

time is a commonly used statistic. This is deWned as the time at which 50% of the
study population has reached the deWned endpoint. Another frequently used term
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is the survival rate at a particular time, e.g., 5- or 10-year survival. The main
problemwith both of these statistics is that they do not describe the whole survival

curve. The survival experience of subjects beyond the particular time interval (i.e.,

10 years) may be very diVerent than an earlier summary statistic (i.e., 5-year
survival) would indicate. To avoid this problem, a survival table or curve is often

the best way to evaluate trends in survival for a particular group or groups.

Comparing survival between two or more groups requires signiWcance testing.

Logrank test

The logrank test is a common statistic to compare groups in life tables and
Kaplan–Meier curves. Despite the use of ‘‘log’’ in the title, the test does not

incorporate logarithms. The test is nonparametric and is based on a modiWcation

of the Mantel–Haenszel chi-square test. The major advantage of this approach is
that all the data are used and one avoids the problem of choosing a single point in

the two survival curves as a basis for comparison.

As with the chi-square test, the logrank test for two groups can be written as:

�2 = (O1 − E1)
2/E1 + (O2 − E2)

2/E2, with 1 df (1)

For each group (k), an observed (O) and an expected (E) number of events can be
calculated. The results produce the familiar chi-square statistic with k− 1 degrees

of freedom (df). The logrank test can also be expanded to include several groups

or strata.

Cox proportional hazards model

The Cox proportional hazards model allows one to simultaneously predict the

impact of several variables on the survival of a given group (9). It is a semi-
parametric approach, meaning there is no assumption of a speciWc underlying

distribution for survival times. The major assumption is that there can be no

change in the eVect of the prognostic variables over time. This can be stated as a
constant risk-multiple over time for the prognostic variable. Besides the advantage

of handlingmultiple factors (covariates) at one time, the technique treats continu-

ous data as continuous and gives an estimate of the magnitude of the diVerences
between factors in the form of relative risk. The actual method is very complex and

this section only serves as an introduction to the methodology.

A hazard can be deWned as the probability of occurrence of an outcome (e.g.,
death) for individuals who began a speciWed interval where:

q i =D i/R i (2)

Here qi = probability of death in year i, Di = the number of persons who died in

year i, and Ri = the number of subjects at risk in year i. The proportional hazards
model extends the deWnition to the probability of an event at time t, given survival
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up to time t, for a speciWc value of variable, x. The hazard function can be rewritten
for several independent variables of interest (e.g., X1 to Xm) so we can express the

hazard at time t, h(t), as:

h(t) = h0(t)� exp(b1X1 + b2X2 + . . . + bmXm) (3)

The value h0(t) is equivalent to the hazard when all the variables are zero andmust
be estimated from the data. The value of the regression coeYcients, b1 to bm, also

must be estimated from the data.

The Cox model is Wtted with the help of a computer software program. The
interpretation of proportional hazards regression coeYcients is analogous to

logistic regression coeYcients. A positive sign means the hazard is higher, and

thus, if survival is being assessed, the prognosis is worse with higher values of the
given variable. In the case where a binary variable is coded 0 or 1, the hazard ratio

is equal to eb1.

Let us propose a model from a clinical trial comparing ‘‘drug A’’ to a placebo
(0= drug A and 1=placebo) on survival of patients with brain stem gliomas.

Suppose we Wnd a value of 0.50= bdrug A with other variables in the model

including albumin (g/liter) and hepatitis B (0 =no; 1 = yes). Thus, the estimated
hazard for the placebo is 1.65 (exp(0.50) = 1.65) times that of drug A, adjusting for

all other variables in the model. In other words, drug A reduced the hazard to

exp( − 0.50)= 0.61 or 61% compared with the placebo and adjusted for the other
variables in the model.

Continuous covariates (e.g., albumin) can be interpreted as an increase in log

hazard for an increase of 1 unit (g/liter) in the value of the covariate. One can
compare the relative risk at two diVerent values of a speciWed covariate, h1 and h2

by:

h1(t)/h2(t) = h0(t)� exp(bx1))/h0(t)� exp(bx2) (4)

This equation is equivalent to the relative risk of h1 compared to h2. For more

discussion on the Cox proportional hazards model, the reader is referred to

standard texts (1,2).

Multiple sclerosis

There have been a number of studies to elucidate the survival characteristics of

individuals with multiple sclerosis (MS) (10–21). It is not clear, however, whether

the risk factors that inXuence the diagnosis of MS might play a signiWcant role in
survival subsequent to MS onset. Because MS is a relatively rare disease (preva-

lence even in high-risk areas is some 30–200 per 100 000 population) with its peak

incidence in young adults, assembling and following a survival cohort is often
diYcult (22). Country-wide data bases (e.g., Denmark), small population clusters
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(e.g., Olmsted County, Minnesota) and specialized population groups (e.g.,
United States (US) veteran population) have provided resources for long-term

follow-up studies. Known risk factors for the diagnosis of MS that have been

previously reported from cohort studies include (13–18):

∑ Female sex
∑ White race

∑ Northern latitude

∑ Higher education
∑ Urban residence

∑ Higher socioeconomic class

∑ Scandinavian ancestry
∑ Poor visual acuity at induction

Cohorts that utilize prospective analyses of incident cases provide the most

unbiased assessment of risk factors. Unfortunately, due to the time and expense

involved, there are only a handful of these studies available describing the survival
in MS (11,15,17,20). We will highlight a few of these studies and then summarize

MS survival characteristics.

Poser et al. reported the survival characteristics of a German population-based
epidemiologicMS series and a hospital-basedMS series and compared both to the

standard survival of the German population (16). The population-based epi-

demiologic series included 224 persons, and the hospital-based series included
1429 persons, with deaths for both recorded between 1973 and 1981. Subjects were

followed from disease onset to death. Figure 8.2 shows the percentage of survival

in MS by years after onset for the two series and expected survival for the German
population. A revision was made in the hospital series due to the high number of

deaths in the Wrst 3 years. In order not to delete too many cases, patients with at

least 2 years of follow-up after ascertainment were included. The median survival
for the population-based epidemiologic series was 35–42 years. The median

survival for the revised hospital-based series was 30 years. While there were no

signiWcant diVerences between male and female survival, patients with onset
greater than age 35 years had a signiWcantly shorter survival than those with onset

at ages under 35 years. The survival curves agreed with data from two other

population-based estimates in Rochester,Minnesota (12) and in USWorldWar II
veterans (11).

Brønnum-Hansenet al. reported on the survival characteristics of a 6727Danish

population cohort followed for 39 years (20), the largest population-based cohort
to date. There were minimal losses to follow-up, and Danish population statistics

were used to calculate excess death rates between the MS cohort and the general

population. A standard life table approach was used in the study. Median survival
time fromonset of the diseasewas 28 years inmenand33 years inwomen.Ten-year



Figure 8.3 Ten-year survival in five cohorts of Danish patients with multiple sclerosis ascertained within
10 years of onset. From (20) with permission.
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survival cohorts have been followed since 1948 (Figure 8.3), with more recent
cohorts showing improved survival. Disease onset, as opposed to diagnosis, was

used as the starting point. The survival for males improved to that of females in the

period between 1971 and 1976. A signiWcant decrease in the 10-year excess death
rate helped to show that this trend was not due to a lower mortality trend versus

that of the general population. Improved care and prevention of complications in

MSpatients is probably responsible for a large part of this change inmortality. Riise
et al. found similar trends of improved survival with more recent cohorts (15).

In summary, the population-based incident cohorts (11,15,17,20) give a med-

ian survival range from disease onset of 28 to 35 years for both sexes. Considered
separately, men have shorter median survival compared to women. Other risk

factors that signiWcantly worsen survival in MS include (4–7,10,11,15,17,20):

∑ Older age of onset

∑ Progressive disease course
∑ Severe MS disability

∑ Motor symptoms at onset

∑ Cerebellar symptoms at onset
∑ Short interval to Wrst relapse of MS

∑ High socioeconomic status

With more knowledge about the risk factors for survival in MS, more realistic

prognostic and treatment advice can be given to patients and hopefully more light
can be shed on the etiology of the disease itself.



Figure 8.4 Cerebrovascular disease. Annual age-adjusted (USA 1940) death rates per 100 000 popula-
tion by sex and colour, USA, 1915–93. Source: Adapted with permission from (102). OM,
other male; OF, other female; WM, white male; WF, white female.
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Stroke

Cerebrovascular disease (CVD) or stroke is the third leading cause of death and a

signiWcant cause of long-term disability in most industrialized nations (23). The
World Health Organization (WHO) deWnes stroke as ‘‘rapidly developing clinical

signs of focal (or global) disturbance of cerebral function, with symptoms lasting

24 hours or longer or leading to death, with no apparent cause other than of
vascular origin’’ (24). Because the deWnition of stroke is so broad, it has been

diYcult to categorize uniformly its diVerent etiologies and characterize its course.

In this section, we will highlight some of the recent trends in stroke mortality and
survival.

Stroke mortality in the United States has declined steadily from 1900 through

the mid-1970s, with possibly a more rapid decline through the 1980s. The decline
seems to have plateaued in the early 1990s. Figure 8.4 illustrates this trend. Stroke
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data were collected from the US National Vital Statistics System. Since the 1950s,
the age adjusted (to 1940 US population) death rate from cerebrovascular disease

has declined by more than two-thirds (from 88.6 deaths/100 000 population to

28.0/100000), twice the rate of decline of other causes of mortality. The decline is
seen for both sex and race categories.

The decline in stroke mortality since the early 1900s in the US can be attributed

to a number of diVerent factors, including: changes in International ClassiWcation
of Diseases (ICD) coding, increased diagnostic capabilities (e.g., magnetic reson-

ance imaging), increased utilization of neurologists in the diagnosis of stroke,

decreased stroke incidence and decreased case fatality rates (no. stroke deaths in a
given interval/no. stroke cases in the same interval). Prior to the mid-1970s, there

had been a true decrease in the incidence of stroke in addition to a decrease in the

case fatality rate (25). This is at least in part due to improved treatment of
comorbidities.

When looking at the type of stroke, there appears to be a large diVerence in the

case fatality rate. Thirty-day case fatality rates by stroke type from the Framing-
ham cohort are illustrated in Figure 8.5 (26). These data were obtained prospec-

tively from 5184 subjects followed biennially for 26 years starting in 1949. Overall

case fatality at 30 days was 22%. Subarachnoid hemorrhage rates were higher for
men than women, but brain infarction rates were similar at around 15%. As age

increased, so did the 30-day case fatality in brain infarctions for both men and

women. For a similar period in a Rochester, Minnesota cohort, the 30-day case
fatality rates for cerebral infarction, intracerebral hemorrhage and subarachnoid

hemorrhage were 28, 84, and 52%, respectively (27).

The current evidence gives a mixed picture in regard to time trends. A small
number of studies have shown a decrease in incidence and case fatality in the US

(28–30), Finland (31), and Japan (32). Other studies have shown stable or

increasing stroke incidence rates and decreasing case mortality (33–39). Two
Minnesota groups reported a shift toward increasing incidence and stable to

decreasing case fatality rates in stroke cohorts from the late 1980s (40,41). In

Rochester, Minnesota, a population followed since 1955 showed a rather notable
increase in incidence of stroke to levels higher than those of the 1970s (1985–1989

annual age and sex-adjusted stroke incidence rate was 145 per 100 000 population,

13% higher than the rate during 1975–1979). Overall survival after Wrst stroke
(measured at 30 days and 1 year) was not signiWcantly diVerent during 1985–1989

compared to 1980–1984 (1985–1989 30-day/1-year survival for all strokes: for

men 86%/77%; for women 75%/61%). A Cox proportional hazards model re-
vealed that age and calendar year were signiWcant risk factors for 30-day and

1-year survival after Wrst ischemic stroke. Short- and long-term survival improved

for intracranial hemorrhages over the last 15 years (41).



Figure 8.5 Thirty-day case fatality rates by stroke type from the Framingham cohort (from (26) with
permission). , men; �, women.
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Most industrialized countries have shared similar time trends in stroke mortal-

ity. Intercountry comparisons, however, bring concerns regarding accuracy and

validity of data. The World Health Organization (WHO) initiated the Wrst
integrated international study of stroke, calledMONICA (Monitoring Trends and

Determinants in Cardiovascular Disease) (42). From 1982–1986, age standardized

stroke mortality rates were calculated from 18 collaborating countries (16
European and two Asian) and weighted to a derived standard. The average

case-fatality rate at 28 days was 30%, but ranged between 15% and 57%. The

lowest case fatality rates were reported from Scandinavian countries (Denmark,
Finland, and Sweden), West Germany, Lithuania, Novosibirsk, and the Russian

Federation. The highest rates were found in Eastern Europe and Italy. Men had

higher case fatality rates in all populations except Lithuania and Novosibirsk.
Survival after an initial ischemic stroke is shown in Figure 8.6. The life table

method was used to obtain the curves. These data are from a 26-year follow-up of

the Framingham cohort (starting in 1949) described above (26). Overall 10-year



Figure 8.6 Survival after an ischemic stroke, using the life table method. Data are from the Framingham
cohort (from (26), with permission). ABI, acute brain infarction. �—�, males, n = 111
(average age 66.6); �—�, females, n = 111 (average age 66.8).
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survival for all strokes combined was 35%, with women showing improved

survival compared to men. Because the ages of both sexes were similar, age cannot
explain this disparity in survival. The survival rate for acute brain infarction was

similar to the rate for all strokes combined. Five-year survival rates for acute brain

infarction for men and women were 56% and 64%, respectively. This compares to
a Wve-year survival rate for the standard population of 89%.

As health care resources become more restricted in most countries, there has

been increasing concern about the type of care received for life-threatening
disorders such as stroke. The reduction of services to decrease costs has been

documented in health maintenance organizations (HMOs), especially in terms of

home health care (43,44). Retchin et al. reported the outcomes of elderly stroke
patients managed in fee-for-service (FFS) andmanaged care (HMO) settings in 12

states in the US (45). Figure 8.7 shows that both the FFS and the HMO group

experienced similar survival during the follow-up period after a stroke. However,



Figure 8.7 Kaplan–Meier survival function estimates comparing the proportion of patients surviving
after stroke who were enrolled in health maintenance organizations (HMOs) vs. fee for
service (FFS). From (45) with permission.
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in a regression model controlling for age, marital status, and characteristics of

dependency at discharge, HMO patients were more likely than FFS patients to be

sent to nursing homes (HMO, 41.8%; FFS, 27.9%) and less likely to be discharged
to rehabilitation hospitals or units (HMO, 16.2%; FFS, 23.4%). While scales of

morbidity and quality of life were not taken after hospitalization in this study,

identiWcation of therapeutic endeavors that alter functioning after stroke will be of
utmost importance in the economic management of this disorder.

HIV-related neurologic disease

As of December 1994, the Centers for Disease Control (CDC) had reported

426 978 cases of AIDS have been diagnosed in the US and 267 479 of these patients
have died (46). The WHO has estimated that since the early 1980s through 1994,

approximately 18 million people had been infected with the HIV virus and 4.5

million of these had developed AIDS (47). This pervasive disease is caused by a



102 J. F. Kurtzke and M. T. Wallin

retrovirus and spread by body Xuids. After acute infection, most persons enter an
asymptomatic period for approximately 8 to 10 years. Most nervous system

complications of HIV appear late in the course (48). Despite a poor long-term

prognosis, short-term survival time from diagnosis of AIDS for all cases has
improved during the 1980s (49–52). In a New York State cohort, median survival

increased from 5.3months pre-1984 to 13.2months in 1987–1989 (51). This trend

is in part related to improved treatments for HIV (zidovudine), better detection of
secondary diseases (e.g., Pneumocystis carinii pneumonia), and changes in the

deWnition of AIDS in 1985 (53) and 1987 (54).

The classiWcation system for staging HIV-1 infection has been developed by the
CDC and most recently modiWed in 1993 (55). The current system uses illness

categories (A–Asymptomatic, B–Symptomatic, C–AIDS deWning illness) and

CD4+ cell counts to help deWne the course of HIV disease. The biggest change in
the 1993 modiWcation was the inclusion of patients infected with HIV-1 having a

CD4+ lymphocyte count less than 200/uL, irrespective of their clinical status.

Vella et al. evaluated the impact of this new CDC deWnition on the survival of
AIDS patients in an Italian cohort (56). Compared to the 1987 CDC case deWni-

tion, the study population with the 1993 case deWnition increased by 188%, and

the median survival more than doubled (median survival 1987 deWnition: 24
months; 1993 deWnition: 57 months). The presence of an AIDS-deWning illness

was a powerful independent predictor of death. This modiWcation in the diagnos-

tic classiWcation of AIDS is a secular trend with obvious implications on survival
analysis. Time trend analyses in HIV/AIDSmust take the changing deWnition into

account. In the remaining discussion, we turn to survival issues in some of the

major HIV-associated neurologic diseases.

HIV-dementia

HIV-dementia is largely a subcortical disorder involving deWcits in cognition,

behavior, and the motor system. The prognosis for HIV-dementia is dismal with

an average survival of 6 months from onset of symptoms to death. In examining
four separate Kaplan–Meier survival curves from patients diagnosed with HIV-

dementia (pre-1987, 1989/90, 1987/88, 1991/92), a median survival of 4.3 months

was calculated without change over the time periods (48).
Ellis et al. recently showed that HIV-infected individuals with neuropsychologi-

cal (NP) impairment had a higher risk of dying than those who were neuro-

psychologically normal (57). NP impairment was deWned by the operational
criteria for HIV-associated minor cognitive motor disorders (MCMD), and as

having two or more NP test domains that were impaired (NP-I). The median

survival for the MCMD group was 2.2 years and for the NP-I group, 3.8 years.
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Cryptoccocal meningitis

Cryptoccocus neoformans causes meningitis in approximately 10% of AIDS
patients (58). It is the most common CNS opportunistic infection in AIDS

patients. Chuck and Sande (59) showed in a Cox regression analysis that the

growth of cryptococcus from an extrameningeal site (median survival 147 days if
positive vs. 265 days if negative) and the presence of hyponatremia (median

survival of 113 days if present vs. 214 days if absent) were independent predictors

of shorter survival. In a study of 131 patients receiving Xuconazole (200mg per
day) or amphotericin B (0.4mg/kg/day), early mortality in the Wrst 2 weeks was

higher in the Xuconazole group (15%) compared with the amphotericin group

(8%) (60). This rather high mortality was in part due to low doses of that
antifungal therapy. The most important predictors of death were abnormal

mental status (lethargy, somnolence, or obtundation), CSF cryptococcal antigen

titer �1: 1024, and CSF WBC �20 cells/mm3.

CNS toxoplasmosis

CNS toxoplasmosis results from the reactivation of latent infection of the obligate

intracellular protozoan, Toxoplasma gondii. The disease causes multifocal cerebral

abscesses and usually develops when the CD4 cell count is fewer than 200
cells/mm3. In a treatment trial consisting of pyrimethamine, sulphadiazine and

leucovorin in 114 AIDS patients with CNS toxoplasmosis (1981–1990), 95% of

patients responded with improved follow-up MRI scans at 2 weeks (61). Mean
survival of patients who died after their Wrst episode of CNS toxoplasmosis was

265 days ± 212 days. Multivariate analysis showed that a history of PCP and a

blood lymphocyte count of �24% were independent predictors of decreased
survival. A more recent cohort of HIV-infected patients followed and treated in

Baltimore, Maryland from 1989–1995 had a median survival of 180 days after a

diagnosis of Toxoplasmosis gondii encephalitis (62).

Progressive multifocal leukoencephalopathy

Progressive multifocal leukoencephalopathy (PML) is caused by a papovavirus

that infects oligodendrocytes and astrocytes. The disease causes progressive focal

demyelination of the CNS. The mean survival with PML and AIDS is 4 months
from the onset of neurological symptoms (63). Fong et al. reported on the survival

of 28 AIDS patients with a history of PML from Canada (64). The overall mean

survival time after presentation of neurological symptoms was 5.6 months. A Cox
regression analysis showed that patients with CD4+ cell counts of �90/mm3 were

nearly 3.4 times more likely to die earlier than were patients with CD4+ cell

counts of � 90/mm3. Moreover, patients diagnosed with AIDS prior to
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developing PML had a 2.8 times higher risk of dying compared to patients for
whom AIDS was not previously diagnosed.

Primary CNS lymphoma

Upwards of 2% of AIDS patients develop primary CNS lymphoma, and in 0.6% of

patients it will be the AIDS-deWning illness (65). Typically the presentation is one

of progressive deterioration of neurologic function with death in 3 months. CNS
lymphoma usually develops in the late stages of HIV disease with CD4+ cell

counts of less than 100 cells/mm3 (66). If untreated, the median survival after

diagnosis of primary CNS lymphoma is less than one month (67,68). Radiation
therapy may prolong median survival to 4–6 months (67–71).

Dementia

Within the past two decades, Alzheimer’s disease (AD) has been conWrmed to be

responsible for the majority of primary degenerative dementias (72,73). AD is
largely a diagnosis of exclusion and many studies have utilized the guidelines

developed by the National Institute of Neurological and Communicative Dis-

orders and Stroke and the Alzheimer’s Disease and Related Disorders Association
(NINDS/ADRDA) to identify cases (74). Newer criteria for diagnosis have been

deWned in the Tenth Revision of the International ClassiWcation of Diseases (75)

and in DSM–IV (76). Clinicopathologic correlation is relatively high with these
clinical criteria. Vascular dementia remains the second most common cause of

dementia, responsible for 10–20% of cases (77). The Hachinski score (78) and the

more restrictive American–European criteria (79) have been used to more accu-
rately deWne cases of vascular dementia. This discussion on survival will be limited

to AD and multi-infarct dementia (MID).

The survival of patients with dementia has been reviewed by van Dijk et al. (80).
Forty-one papers representing 38 dementia survival studies were reviewed. These

studies were selected out of a total of 90 papers based on dementia diagnosis, a

well-deWned cohort population and use of the life table or Kaplan–Meier methods
in the survival analysis.

Figure 8.8 lists the calculated 2-year survival rate for the 38 studies. Broad

diVerences can be appreciated based on the reference cohort of interest. Two-year
survival rates for patients in community based studies range from 37–86%.

Patients with dementia in the outpatient clinic setting have a 2-year survival rate of

75% (range 60–95%) and those in nursing homes, 50% (range 30–65%). Those
patients admitted to mental and psychiatric hospitals had a 2-year survival rate of

about 40% (range 20–60%). Some general conclusions about patients with de-

mentia were made from the review:



Figure 8.8 Two-year survival rates for 38 follow-up studies of demented patients. Numbers on x-axis are
reference numbers, ordered according to calendar time to each type of study population. x
represents results of van Dijk PTM, et al. From (80) with permission.
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∑ Women seem to have longer survival than men

∑ Mortality increases with increasing age
∑ There is substantial excess mortality compared to the general population

DiVerences in survival between patients with AD andMID were small andmore

recent studies have shown a more favorable prognosis for AD. McGonigal et al.
described survival in patients who had died of both pre-senile AD and pre-senile

MID (81). The duration of survival was greater from symptom onset to death in

AD (mean 7.4 years) compared with MID (mean 5.8 years). Most of the diVerence
was accounted for by the longer duration between symptom onset and presenta-

tion to the hospital in the AD group (mean 3.2 years) and the MID group (mean

2.4 years). Other studies have shown that in AD, early-onset patients live longer on
average (median 6.7–8.1 years) (82,83) than those with late-onset disease (median

4.8–9.7) (84,85). Life expectancy in AD is shorter for those with more severe

cognitive impairments (86,87). More quantitative studies are needed concerning
the rate of progression of dementia and risk factors for survival.

Primary CNS neoplasms

Over 17 000 primary brain tumors were newly diagnosed in the US during 1995.
Only about half of these patients were expected to be alive 1 year after diagnosis

(88). Primary brain tumors are classiWed by site and histologic type as given by the

International ClassiWcation of Diseases for Oncology (ICD–O). The three most
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common primary brain tumors in adults are glioblastoma, meningioma, and
low-grade astrocytoma, respectively.

Themost recent cancer survival statistics (1988–1992) show an increased 5-year

survival for all primary nervous system tumors (White 29% and Black 32%)
compared with rates from 1960–1963 (White 18% and Black 19%) (89). Five-year

survival for primary brain tumors in an Australian cohort was 52% for females

and 37% formales (90). Five-year survival for nerve sheath tumors, meningiomas,
and ‘‘other’’ (mostly nonmalignant) was 100%, 92%, and 96%, respectively.

Patients with ependymomas and oligodendrogliomas had survival rates at 5 years

of 65% and 61%, respectively. This is in contrast to medulloblastomas at 43% and
astrocytomas at 44%. Overall 5-year survival was worst for glioblastoma multi-

forme at 5%; even after treatment, 2-year survival is reported to be only 5–10%

(91,92).
A study of malignant cerebral gliomas (grade 3 or 4) from the UK evaluated

survival and disability using Kaplan–Meier techniques and a Cox proportional

hazards model (93). Median survival for those receiving radiotherapy was 10.3
months. Multivariate analysis revealed that the initial WHO clinical performance

status was the most important component in predicting survival. Other variables

that were signiWcantly related to survival in the Cox analysis were history of
seizures and extent of surgery. Disability-free survival rate (as judged by a Barthel

score �20) by initial WHO performance status criteria (0 – normal activity to 4 –

no self care/conWned to bed or chair) was assessed by Kaplan–Meier analysis.
Seventy-four percent of those with the highest clinical performance (Grade 0–1)

maintained disability free living for 6 months in contrast to less than 10% of the

lowest grade (3–4) at 6 months. Sixty-Wve percent of those on the lowest clinical
performance scale also spent at least a month in the hospital for treatment as

compared to 20% of all others.

Status epilepticus

Status epilepticus (SE) is often deWned as ‘‘an epileptic seizure which is so
frequently repeated or so prolonged as to create a Wxed and lasting condition’’

(94). Hauser has estimated that 12% of patients with a Wrst diagnosis of epilepsy

present in status epilepticus (95). In regard to the etiology, two broad groups have
been deWned: those without a new structural CNS lesion and those with an acute

CNS injury (96). The latter group has a much higher mortality than the former

(96,97). Mortality Wgures in SE range between 14% and 59% in adults, with much
lower Wgures for children (98).

Most epidemiologic studies that deal with SE have not been population-based.

DeLorenzo et al. recently published a review of SE in the Richmond, Virginia
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metropolitan area (99). The absolute incidence rate was 41 cases/100 000 resi-
dents/year. The overall mortality rate was 22%, with individual rates in pediatric,

adult and elderly populations of 2.5, 14, and 38%, respectively. The top etiologies

for mortality from SE in adults were anoxia, hypoxia, and cerebrovascular acci-
dent, respectively. Mortality from SE tended to increase with age. The number of

deaths expected per year from SE in the US population were estimated to be

between 22 000 and 42 000.

Comments

The study of survival within populations has greatly improved our understanding
of the natural history of many neurologic disorders. Dramatic improvements in

stroke mortality have occurred over the last 50 years. Hopefully, advances in

understanding CNS neoplasms, dementia, and AIDS will further improve out-
comes in these diseases as well. Developments with protease-inhibitor combina-

tions and HIV disease have been particularly encouraging (100). By further

deWning risk factors for morbidity and mortality, we will hopefully come closer to
understanding the etiology of disease and thereby make prevention and treatment

more realistic. As our population ages, understanding the time trends of major

neurologic diseases becomes paramount as two of the four leading causes of death
in the elderly are stroke and dementia. Currently, those 85 years and older in the

US represent the fastest growing segment of our population with a projected

increase to 15 million persons by 2050 (101). Making decisions regarding preven-
tion, education, research, and treatment in these times of limited resources can be

aided through our knowledge of the time trends of disease.
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The clinical trial in efficacy research in
neurological diseases

J. van Gijn and M. Vermeulen

Introduction

The introduction of the controlled clinical trial heralded the era of rational

treatment. An important landmark was the UK Medical Research Council trial of
streptomycin in pulmonary tuberculosis, with random assignment to treatment

groups (1), but some forerunners had already used parallel control groups.

Among these were James Lind in 1753 (lemons and oranges to prevent scurvy in
sailors) (2), Louis in 1835 (bleeding as a treatment for pneumonia, erysipelas or

throat inXammation) (3), Fibinger in 1898 (serum for diphtheria, with alternate

assignment) (4), and Ferguson, Davey and Topley in 1927 (vaccines for the
common cold, with blinding of patients) (5).

The main principles for design and execution of clinical trials are no diVerent

for neurology than for other disciplines. Excellent textbooks have been written to
explain these even to the uninitiated(6,7). In this chapter we shall therefore not

attempt to summarize and paraphrase the principles of clinical trials. Rather we

wish to concentrate on a few special subjects. Our choice has been determined
mostly by what we have learned through our own mistakes. We start with some

issues that apply to clinical trials in general: pragmatic versus explanatory trials,

role of sponsoring industries, methods of randomization, and double blind versus
single blind design. The second and greatest part of the chapter is dedicated to

measurement of outcome in neurology. This is a notorious mineWeld, perhaps

especially for neurological disorders. It is not our aim to cover every Weld, but
again we have made a selection: stroke, Parkinson’s disease, multiple sclerosis,

polyneuropathy, migraine, and epilepsy. The paragraph about the Wrst subject

(stroke) in this tour d’horizon of neurology is intertwined with a general discussion
about levels at which outcome can be assessed. One of the conclusions is that

measures of outcome need not always be disease-speciWc.
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Some general issues in the design of clinical trials

Pragmatic versus explanatory trials

Different phases of clinical studies

Several phases can be distinguished in the evaluation of therapy. Phase I trials are
studies in which the safety of treatment is investigated in healthy subjects. In these

studies toxic eVects that were not apparent from laboratory studies may be

detected. Phase I studies often investigate what the safe dose range is. These studies
are usually carried out in a few volunteers and belong to the Weld of clinical

pharmacology. Phase II studies are carried out in volunteers or in patients. Some

regard the assessment of the optimal dosage in large series of volunteers as phase II
studies. Others classify all studies in volunteers as phase I and restrict the classiWca-

tion phase II to studies in patients. The aim of phase II studies is to investigate the

likely eYcacy of the treatment under scrutiny and to determine the optimal dosage
and method of administration via pharmacological indices. Phase III studies are

clinical studies in which the eVectiveness suggested by phase II studies is put to the

test. Phase IV studies are planned postmarketing studies that aim to detect
side-eVects that occur late, or changes of eVectiveness over time.

Another classification

Schwartz, Flamant, and Lellouch described another classiWcation (8). They distin-

guished explanatory from pragmatic studies. Explanatory studies were considered
to be direct extensions of laboratory experimentation. Therefore, research

methods have to be controlled with similar rigidity as in the laboratory. For

explanatory studies patients are selected in whom the diagnosis has been estab-
lished with the highest level of certainty, for example a biopsy-proven diagnosis.

The route of drug administration is dictated by the highest biological eVect, such

as intravenous administration, to be certain that high and constant serum levels
are reached. Assessment of the eVects of treatment are as close as possible to the

pathological process, which means repeated biopsies or measurements of bio-

chemical indices. These explanatory studies aim at a better understanding of the
eVects of treatment at the level of pathology or pathophysiology. In other words,

these studies investigate whether the treatment works (in a biological sense).

Explanatory studies have more in common with phase II than with phase III
studies.

Pragmatic studies are diVerent. These aim to investigate whether patients

beneWt from treatment. For these studies patients may be selected in whom the
diagnosis is suspected, rather than certain. If in practice a biopsy is not carried out

to conWrm the diagnosis in question, then biopsies are not a requisite for inclu-

sion. If intravenous treatment is not practical because treatment is considered in
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outpatients, then the eVects of oral treatment will be investigated – even when it is
known that intravenous treatment results in more reliable serum levels. Assess-

ment of the treatment eVects in pragmatic studies is as close as possible to what is

relevant for patients. If a treatment is supposed to increase the peripheral blood
Xow in the legs it is not this Xow that is measured but the change in distance the

patient is able to walk. Pragmatic studies are similar to phase III studies.

For the design of a study it is of paramount importance Wrst to decide whether
an explanatory study or a pragmatic study should be carried out. For the reader of

a report of a trial it is also important to distinguish the two types of studies because

only pragmatic studies should inXuence the choice of treatment in practice.
Explanatory studies are not always easy to recognize. For instance, patients with

subarachnoid hemorrhage are threatened by recurrent hemorrhage. If a treatment

aims at the prevention of these recurrent hemorrhages and the eVects of treatment
on the rate of recurrent hemorrhage is counted, the design of the study is more

explanatory than pragmatic. After all, for the patient the relevant question is not

whether recurrent hemorrhage occurs but whether or not he or she is better oV

with treatment, in terms of Wnal outcome. One may argue that the Wnal outcome

will improve when recurrent hemorrhages are prevented but this is only the case if

recurrent hemorrhages have direct inXuence on the Wnal outcome and if the
treatment has no other eVects. In the example of subarachnoid hemorrhage it was

shown that treatment did signiWcantly reduce the recurrent hemorrhage rate but

that another complication after this type of hemorrhage increased in occurrence
to such an extent that overall morbidity and mortality were not diVerent between

groups (9). In other words, the treatment worked (explanatory point of view) but

did not help (pragmatic point of view).
The assessment of treatment eVects should start with explanatory studies. In

these studies highly selected groups of patients will be compared. Outcome will be

assessed with the most sensitive measures available. If these studies are unable to
detect any treatment eVect there is no need for large-scale studies with a pragmatic

design. If there is a biological eVect, pragmatic studies should investigate what the

eVect of treatment is on the functional status of patients. This means that in
explanatory studies measurements will be carried out at the level of the disease

process or the organ, but in pragmatic studies at the level of the individual. We

shall see that this last requirement is unfulWlled in many Welds of neurology.

Role of sponsoring industries

Though sponsors derive certain rights from their investments this does not
include the right to exclude clinicians from core activities that should guarantee

the quality and credibility of the trial. Not only drawing up the protocol but also

storage of the data, planning of interim analyses, and prior deWnition of subgroups
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are grave responsibilities that should be shared between sponsor and participants.
This shared responsibility should be reXected in the creation of a single steering

committee as the highest authority of the study, a body in which all parties are

represented. The selection of clinicians in the steering committee should be made
by the participants, and not by the sponsoring company. In this day and age it is

unacceptable for trial participants to be confronted by changes in the protocol or

interim analyses which have been initiated almost entirely by the industry in
question, without involvement of an independent steering committee in which the

participating physicians are represented. It is not suYcient if the industry appoints

one or two clinicians only to keep up appearances, while the operation of the trial
remains hidden from the participants to such an extent that great damage is done

to the reputation of the trial as well as of the physicians in the masthead.

Trial forms should be sent for checking and inclusion in the database not to the
sponsoring company, but to an independent oYce, run under the direction of one

of the clinical participants or of an epidemiologist – provided the people involved

have a good track record in independent research. It has been rightly argued that
the group responsible for data collection and analysis should be Wnancially

independent from the results of the trial (10). If the result of a trial is disappoint-

ing, investigators and especially sponsoring industries may be tempted to bury the
entire project in a drawer and try to forget about it. It hardly needs emphasis that it

is mandatory to report the results or to make them available to meta-analysts.

Participation in sponsored trials may be extremely proWtable. Ideally the choice
of clinicians about which clinical trials they wish to join should not be inXuenced

by pecuniary motives (11). These decisions should have to do with how burning

the issue under investigation is, from the perspective of health care, science, or
both.

Methods of randomization

Many methods of randomization exist but it is generally accepted that the use of

random number tables is the ideal method. In general it is wise to avoid methods

related to characteristics of the study subjects, such as surname or place of
recruitment. The reason is that imbalances between the groups may occur, for

example when through selection by Wrst letter of surnames some families, with

certain genetic factors, dominate in one of the groups. The distribution between
the arms of the trial should be truly random for each individual, since this is the

best guarantee that prognostic factors are similarly distributed between the

groups. The argument that it is possible to check in the phase of the analysis
whether the distribution is similar is not quite valid, since this implies that we

know and can check for all the prognostic factors. For similar reasons it is not

recommended to correct for imbalances of known prognostic factors between
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the groups since unknown factors may also have inXuenced the results.
It is also important that randomization is concealed. In the past, trial reports

have not always been clear about the method of randomization. If allocation of

treatment is random but open, clinicians will know what the treatment is in the
next patient. If for example a trial compares aspirin with an anticoagulant, a

clinician may decide not to include the next eligible patient, who happens to be

old, when the next treatment is the anticoagulant. In articles on clinical studies,
information onwhether or not random allocation was used is always given but not

the method of randomization (12,13). In a meta-analysis from the Cochrane

Pregnancy and Childbirth Database, trials in which concealment was either
inadequate or unclear (did not report or incompletely reported a concealment

approach) yielded signiWcantly larger estimates of treatment eVects than trials in

which authors reported adequately concealed treatment allocation (14). The
results of comparisons of treatment without concealed randomization should

therefore not be trusted.

Even if allocation is concealed and random number tables are used the method
may be suboptimal. This is the case when informed consent is asked after

randomization. Some clinicians prefer to inform the patient of the trial when

randomization to one of the treatment arms has already been carried out. The
patient is informed about the trial and immediately the patient is told to what

treatment he has been randomized. Although the treatment allocation was con-

cealed this procedure may cause imbalances between the groups by refusal of the
patients. Such refusal may be induced by the clinician, when the side-eVects of

treatment to which the patient was randomized are overemphasized. If for

example an aged patient is randomized to an anticoagulant the clinician may
deliberately or perhaps inadvertently stress the side-eVects of this treatment when

informing the patient.

Double-blind versus single-blind design

The advent of randomized, controlled, double-blind trials constitutes one of the

great advances of medicine in the 20th century. So much has this notion been
impressed on every physician from his student days onwards, that some regard

any departure from this sanctiWed principle as detestable heresy. Indeed the

process of randomization itself should be rigorously adhered to, in that adequate
concealment excludes any inXuence of the participating trialist (14). But the

double-blind approach is practicable only when the treatment arms in the trial are

of a similar nature. In some cases the use of placebos can be impracticable or even
unethical. In fact the archetype of clinical trials, the UK Medical Research Council

Trial of streptomycin for the treatment of pulmonary tuberculosis in 1948 was

only partially blinded, as the need for four intramuscular injections daily for 4
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months precluded the use of a placebo (1). Hill defended the design (blinded
evaluation of X-rays) with the comment that ‘‘in a controlled trial, as in all

experimental work, there is no need in the search for precision to throw common

sense out of the window’’ (15). Similarly, trials of cytotoxic drugs in patients with
cancer are seldom double-blind; the complicated dose schedules, the frequency of

unpleasant and serious side-eVects and subsequent dose modiWcations make it

necessary for the attending physician to know a patient’s therapy (6). Another
example is a trial of surgery versus no surgery: in the two epoch-making trials of

carotid endarterectomy only the outcome assessment was blinded (16,17).

Even when two medical treatments are compared a double-blind design is not
necessarily the best. For example, if the eYcacy of oral anticoagulants in the

prevention of stroke is compared with the standard regimen of aspirin, double-

blinding would imply the use of double dummies, all patients would have to visit
an anticoagulation clinic, and co-medication would in all patients have to be

adapted to concurrent use of anticoagulants. In that situation the study addresses

the pharmacological question of whether tablets containing anticoagulants or
those with aspirin are better in the prevention of stroke and other important

vascular events. Practicing physicians, however, will wish to compare strategies

rather than tablets and will not choose to contaminate aspirin prophylaxis with
the hassle of anticoagulation (18). In brief, when the measure of outcome is

reasonably objective and can be made completely independent from the study

subject and the trialist, blinding of either is not crucial (19).

Measurement of outcome in neurological disorders

However well designed and ethically well thought-out, any result obtained in

clinical research needs to be considered from the perspective of future patients.

Accordingly, the eVect of the proposed intervention should be relevant to patients.
How then should eVect be measured? What outcome is relevant and from which

or whose perspective? Below we shall elaborate on diVerent levels of measurement

(Table 9.1) and on some speciWc instruments, in relation to a few important
categories of neurological disease. Stroke is our Wrst example, for which category

of diseases we shall explain the levels of measurement in more detail.

Levels of measurement: the example of stroke

The disease process

This level of measurement reXects the function of molecules, cells, or organs. For
ischemic stroke the severity of disease might be conveniently expressed at this level

by the volume of infarcted tissue on computed tomography or magnetic reson-

ance imaging. The limitations of this measure are immediately evident by the



Table 9.1. Levels of assessment of outcome

I. The disease process (occurrence of biological events)

II. Impairments (performance at the level of the organ)

III. Disability (performance at the level of the person)

IV. Handicap (performance at individual and social level)

V. Quality of life (subjective well-being)
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contrast between a patient with a small infarct in the midbrain who is comatose

and a patient who has a large infarct in a cerebellar hemisphere but little or no
disability. Correlation between the size of the lesion and the severity of neurologi-

cal deWcits is better within a cerebral hemisphere (20). For example, outcome after

so-called lacunar infarcts is generally better than after large cortical infarcts. Yet
there are frequent exceptions on both sides, by the intricate balance between

functional diVerentiation and the capacities for compensation of less localized

(cognitive) functions. This makes it often impossible to predict conWdently from a
scan how the patient is doing.

Impairments

The next step in the spectrum of outcome measures is the eVect the condition has

on patients. Scales have been designed for measuring tremor, aphasia, muscle

power, intellectual performance, and many other speciWc functions that can be
disturbed by disease. Doctors are often attracted to this kind of measurement,

because the grades of these scales seem to lend some kind of objectivity to clinical

impressions. In an attempt to overcome the limitations of measuring only a single
function, many groups of researchers have developed composite scales, in which

many diVerent impairments have been incorporated. Such composite scales exist

not only for stroke but for many other speciWc conditions. The neurologists who
have designed or used these scales assume that the sum of all the separate elements

in the scale will add up to a meaningful picture of the patient as a whole.

Regrettably, this assumption is incorrect.
The Wrst problem with disease-speciWc scales is the choice of the separate

elements. Many scales ignore important aspects. For instance, stroke scales mostly

reXect the conventional neurological examination and take no account of depress-
ion or cognitive defects such as impaired concentration or loss of initiative,

whereas these symptomsmay be very distressing. On the other hand, disease scales

often include elements of the neurologic examination that are quite useful for
localizing a lesion in the nervous system but that are completely irrelevant from

the patient’s point of view, such as Babinski signs, muscle rigidity, or fascicula-

tions.



120 J. van Gijn and M. Vermeulen

The most serious deWciency of composite scales for speciWc diseases is that the
scores for separate functions can never add up to something meaningful (21).

Weighting of diVerent items is a futile attempt to solve this problem, because

overall performance results from a complex interaction between diVerent ‘‘func-
tions.’’ Not the least of this is intellectual function, which is grossly neglected in

many scales of neurological disease, whereas motor aspects are overrated. Every-

day life consists of a multitude of tasks that are integrated and diYcult to separate.
Measuring impairment can be useful in the early stages of research, when the

question is whether a particular mode of treatment has some biological eVect at all

(8). For instance, if some imaginary new drug might favorably inXuence the
muscle defect in Duchenne muscular dystrophy, it is reasonable to start by

studying the eVects on the power of one particular muscle. But when the question

is whether the drug should be given to all patients with the disease the measure of
outcome should include disability. In short, the patient is more than the sum of

his signs (21). A higher, more integrated level of measurement is needed, that is,

scales should measure function not at the level of the organ (impairments) but at
the level of the person (disability scales).

Many favor outcomemeasures at the level of impairments, or even at that of the

disease process. These are of little relevance to the patient but may impress the
unwary because they are ‘‘objective,’’ can be quantiWed, and often lend themselves

to statistical massage from which some signiWcant advantage can be made to

emerge. In the past, drugs have been licensed merely on the basis of such dubious
beneWts. Most licensing bodies now Wrmly and sensibly take the position that new

drugs for neurological diseases are allowed only if an eVect on at least disability has

been demonstrated.

Disability

According to the international classiWcation of the World Health Organization
(22), disability represents function at the level of the person; it is ‘‘the restriction

or lack (resulting from an impairment) of the ability to perform tasks, within the

physical and social environment.’’ A great advantage of disability scales is that
these integrate not only diVerent impairments but also diVerent diseases; it is often

thought that this generalizability is at the cost of sensitivity, but with a suYcient

number of patients a simple scale with a few meaningful categories may suYce for
picking up eVects of interventions.

Most disability scales measure essential tasks in activities of daily living (ADL),

such as toilet use, walking, dressing, and managing stairs. The large number of
existing ADL scales testiWes that this level of measurement has its own diYculties.

The Barthel index is the most widely used in stroke patients, and it has proved

reliable on repeated testing (23–25). The scale is hierarchical, in the sense that an



Table 9.2. Oxford Handicap Scale (32)

Grade Description (abridged)

0 No symptoms

1 Only symptoms

2 Some restriction of lifestyle, but independent

3 Partly dependent

4 Dependent, but no constant attention required

5 Fully dependent

121 The clinical trial in efficacy research

ascending order of diYculty can be attributed to the activities listed, from bowel

continence to taking a bath (26). Cultural diVerences may interfere with this Wxed
order. For instance, bathing is relatively easy in the United States, because this

means taking a shower rather than immersing oneself into a tub from the neck

down, and in Japan feeding oneself is the easiest activity instead of being moder-
ately diYcult, because this involves picking up pieces of meat without the necessity

of cutting it (27).

Yet there is more to life than getting into the bath on one’s own. Also ADL scales
measure only what patients can do, and not what they actually do do when left to

care for themselves. The true degree of independence is more accurately reXected

by scales that do not specify separate tasks, such as the Rankin scale (28), the
GlasgowOutcome Scale (29), and the Karnofsky Index (30). Some have called this

type of scale performance scales, as opposed to capacity scales (31). In its original

form the Rankin scale contained the term ‘‘walking’’ and was therefore something
of a hybrid with ADL scales, but this has been remedied in a recent modiWcation

named the Oxford Handicap Scale (Table 9.2) (32).

Although some of the elements of the Oxford Handicap Scale indeed refer to
social roles (‘‘lifestyle’’) or even to quality of life (symptoms without impairment

or disability), the emphasis is on (in)dependence and the scale should perhaps

more appropriately be classiWed among the measures of disability (33). Some
other performance scales also overlap with the measurement of handicap because

they refer to work (Karnofsky Index) or to other social interactions (Frenchay

Activities Index (34,35)). The Glasgow Outcome Scale is more exclusively con-
cerned with (in)dependence (29), and is reasonably reliable (36). A great advan-

tage of performance scales in multicentre trials is that these can be applied without

the patient being examined or even seen; interviews by telephone proved satisfac-
tory in one study (37), and probably even postal questionnaires can be used.
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Handicap and ‘‘quality of life’’

Whereas impairment and disability can be assessed more or less objectively,
measuring handicap addresses the social consequences of impairment and disabil-

ity, in the domains of, for instance, relationships, occupation and economic

independence, and leisure activities (22). On the whole, the measurement of
handicap has been less well conceptualized and tested than that of impairments or

disabilities.

The most comprehensive and at the same time most subjective measure of
outcome is quality of life. It refers to a person’s sense of well-being and life

satisfaction, and includes all physical, social, and emotional domains of life. At this

level of measurement it is the patient and no longer the doctor who determines to
what extent the disease interferes with the desired lifestyle. Oncologists have been

leading this Weld of research, because they are continuously confronted by the

question of at what cost prolongation of life should be obtained (38). Quality of
life depends on many more factors than outcome measured at lower levels of

integration. It is therefore possible that people without disability report a worse

quality of life than people with disability. In fact correlations with quality of life
become increasingly worse as measurement moves from ‘‘handicap’’ (modiWed

Rankin scale) to disability (Barthel scale), and from disability to impairments

(‘‘stroke scales’’) (39). Quality of life can be measured by a variety of instruments,
depending on the research question (40). Extensive questionnaires are the Sick-

ness Impact ProWle and the Nottingham Health ProWle (41,42), yet these are

feasible in stroke patients (43). At the other end is something as simple as a visual
analogue scale (44). The Health Utility Index and the EuroQol questionnaire are

examples of instruments designed to provide a single numerical index of outcome

(45,46).

Multiple sclerosis

The number and extent of lesions on MRI scanning has been used as a surrogate

measure for the eYcacy of medical interventions. Such lesions appear with greater

frequency than clinical relapses (47,48). An eVect of treatment shown at the level
of the disease process informs us that the intervention has a biological eVect

(‘‘works’’) but not that patients beneWt from this treatment. In cross-sectional

studies the correlation between lesion load (T2 weighted) and disability (usually
the EDSS scale – see below) was found weak at best (49,50), or even nonexistent

(51). Longitudinal studies showed a good correlation between the two when the

study group consisted of patients with isolated clinical syndromes suggestive of
multiple sclerosis (MS) (52,53), but the relation was much more inconspicuous

for patients with deWniteMS (50,54). The explanation for the disparity is two-fold.

One reason is that T2-weighted images cannot reliably identify demyelination and
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axonal loss within plaques, whereas these two processes are largely responsible for
clinical manifestations of disease (55). The other is that spinal cord lesions are not

accounted for, despite the large contribution of such lesions to the patient’s

functional health status (56). Special MRI techniques can perhaps improve the
speciWcity of abnormalities (57); these include measurement of N-acetyl-aspartate

levels on proton MR spectroscopy, enhancement with gadolinium (58), and

determination of magnetization transfer ratio (59).
The most well-known and widely used clinical measure for measuring outcome

in clinical trials of patients with MS is the Kurtzke Extended Disability Scale

(EDSS) (60). Unfortunately, this instrument has severe imperfections (61–63).
Firstly its design reXects impairment rather than disability, with heavy weighting

towards ambulation. Therefore the scale is insensitive to symptoms such as fatigue

(64,65), and also to changes in mood and in interaction with relatives or other
persons (65). Secondly in its practical application the interrater variability is often

as high as 1.0 to 1.5 steps out of the 0–10 steps available (66,67). Therefore many

neurologists question the wisdom of the speed with which health authorities in
some countries have ratiWed the introduction of interferon-�–1a for the treatment

of relapsingMS (68,69), a decision based on only a single clinical trial that used the

EDSS and demonstrated a marginal slowing of progression (70). Finally, the
progression of disability across the scale is nonlinear. Especially in the middle

range the separation between grades is narrow. It is disturbing that major journals

continue to publish trial reports where the EDSS is statistically treated as an
interval scale, as for inches or miles (71). Special (nonparametric) statistical

methods can be used for comparison between groups, but in studies where the

outcome event is deWned as progression of one step on the EDSS (70), the problem
remains that one step is diVerent from another.

A recently developed alternative for the EDSS is the Cambridge Multiple

Sclerosis Basic Score (CAMBS) (72). It considers four aspects of the illness as it
aVects the patient. The Wrst part consists of an overall appraisal of clinical

symptoms and disability, the second measures current remission/relapse status,

the third describes progression over the year before assessment, and the fourth
component addresses handicap. The parts for disability, relapse, and handicap

consist of a simple score between 1 and 5, and they can be completed by patient or

carer without the need for physical examination or even attending a clinic. The
scale is promising but so far it has undergone limited validation. The same applies

to a recently published measure for the quality of life in patients with MS (73).

Parkinson’s disease

Parkinson’s disease is a slowly progressive degenerative disorder resulting in

slowness of movement, rigidity, tremor, and abnormalities of posture. In addition,
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cognitive disorders may develop such as poor memory, impaired visuospatial
function and slow mentation. Initially there is a good response to treatment with

levodopa but after approximately 5 years of treatment response Xuctuations may

occur. These Xuctuations make the assessment of the functional status even more
diYcult. The assessment scales most often used in clinical studies will be discussed

in historical order.

The Schwab and England scale

This scale, Wrst used in the 1950s but not formally described until 1969, scores the

patient’s ability over the preceding week on the basis of information obtained

from the patient and relatives (74). It has 11 steps and ranges from completely
independent (100%) to bedridden, while swallowing, bladder, and bowels are not

functioning (0%). Each step of increasing dependency is 10% lower, suggesting

that the diVerences between the steps are equal but this is very unlikely. The
problem with this scale is that the choice between the description of the diVerent

grades is often diYcult. An advantage is that this scale does not mix diVerent

entities like impairment and disability, which is common in scales that have been
recommended later.

North Western University Disability Scales

In 1961 Canter and colleagues described a method for the evaluation of disability
in Parkinson’s disease (75). The authors had recognized already the problem of

many other scales, which is apparent from their conclusion that the major

disadvantage of the scale developed by Fairman and Schwab was its pooling of
performance items (e.g., locomotion) and primary manifestations (e.g., rigidity)

into a single percentage score. This criticism has been forgotten, since in 1992 a

group of experts recommended to use the UniWed Parkinson’s disease rating scale
which is a typical example of a similarly mixed scale (76). The North Western

Disability Scales have been criticized for not being speciWc for Parkinson’s disease.

Moreover, although the scale had good reliability in the original study it was felt
this could not be sustained (77).

Hoehn and Yahr grades

This scale gives information on the severity of the disease and distinguishes only a

few broad categories (78). This kind of scale can probably not be used in studies
aiming to investigate the eVectiveness of treatment. The scale has often been used

for detecting diVerences between groups of patients at the beginning of a study in

which treatments are compared.
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Webster Rating Scale

This is a typical example of a scale in which diVerent issues as impairment and
disability have been mixed (79). This scale includes for instance rigidity but also

self-care.

Unified Parkinson’s Disease Rating Scale (UPDRS)

This scale is widely recommended (76). It is hardly possible to publish the results

of a study on the eVectiveness of treatment in patients with Parkinson’s disease

and not having used the UPDRS. Despite having been rather recently developed,
this scale has many disadvantages in comparison with earlier developed scales.

First of all the scale is extremely complex. In addition to the Hoehn and Yahr

staging and the Schwab and England scale which are both included, 42 other items
have to be tested. These include vivid dreaming, salivation, freezing when walking,

numbness, facial expression, and gait. The experts should be persuaded that the

UPDRSmust be replaced by a true, integrated disability scale which is also reliable
and valid.

Which scale in Parkinson’s disease?

The review of the scales used in Parkinson’s disease shows that in the Weld of

movement disorders there is little awareness that scales should measure either
impairment or disability and that the choice of these scales depends on the type of

question that has to be answered. Outcome measures in an explanatory study will

be diVerent from those in pragmatic studies. There is a need for a reliable disability
scale applicable in Parkinson’s disease. These scales are not only necessary for

clinical trials but also for the evaluation of treatment in practice. Apart from the

measurement of impairment, disability, or handicap, quality of life measures may
be informative about the impact the disease has on the patient. A generic health

status measure showed that the disease has considerable impact on general levels

of functioning and well-being, but areas not contained in the generic measures
were also found to be relevant in this group of patients (80). Therefore more

disease-speciWc measures give better information on the impact of Parkinson’s

disease (81).

Polyneuropathy

Disorders of peripheral nerves cause weakness, sensory disturbances, or both.

Symptoms in these patients may range from purely motor to purely sensory and

from slight numbness and weakness in the feet to complete loss of muscle strength
including respiratory muscles, as for instance in Guillain–Barré syndrome.

Molenaar and colleagues stressed that the choice of outcome measures should not

depend on whether the neuropathy is predominantly sensory or motor but should



126 J. van Gijn and M. Vermeulen

be dictated by the aim of the study (82). Outcome measures in explanatory studies
should measure organ dysfunctions, for instance by electrophysiological tech-

niques, by measures that detect changes in muscle strength, or in the perception of

vibration or thermal stimuli. These are measurements at the level of impairment.
In pragmatic studies the patient’s functional performance should be measured,

usually at the level of disability. From a review of the medical literature between

1978 and 1993 it was evident that the choice of outcomemeasures in patients with
peripheral neuropathy often was not appropriate (82). In several studies impair-

ment measures were used but the conclusion was not limited in that the results

only showed that treatment had a beneWcial eVect on peripheral nerve function.
The authors usually concluded that the treatment had a beneWcial eVect on the

patient and therefore this treatment was recommended without evidence from a

pragmatic study.
In the published recommendations of an authoritative consensus meeting on

standards in diabetic neuropathy the diVerences between impairment and disabil-

ity remained unnoticed (83). Instead, emphasis was put on sensitivity and objec-
tivity of measurements. The authors stressed that because of the relative subjectiv-

ity and imprecision of the clinical measures conWrmation by so-called objective

measureswas required, such as electrodiagnostic tests, quantitative tests of sensory
and autonomic function, or morphometric tests. Objectivity is undoubtedly

important but for clinical studies on which treatment recommendations have to

be based scales reXecting the functional status of patients are far more important,
provided the reliability and validity of these scales have been tested and found

acceptable. The notion of functional measures was not considered in the recom-

mendations of the consensus meeting (83). At Wrst sight it may appear as if a
measure of functional health was considered since a neurologic disability scale was

recommended but this scale is in fact not a disability scale but a composite of

cranial nerve function, reXexes, muscle strength, and sensory disturbances.
The review of outcome measures in clinical trials in patients with peripheral

neuropathies showed that disability or handicap measures were used in only two

of 54 studies in patients with diabetic neuropathy, in two of six studies in patients
with chronic inXammatory demyelinating polyneuropathy, and in none of Wve

studies in a mixed group of patients. In contrast, in all eight studies in patients

with Guillain–Barré syndrome, disability scales were used (82). This is diYcult to
understand since there are no valid reasons why measurements in the chronic

phase of Guillain–Barré syndrome should be diVerent. We conclude that in the

Weld of peripheral neuropathy much more attention should be paid to a proper
choice of outcome measures.



127 The clinical trial in efficacy research

Epilepsy

Traditionally, outcome in patients with epilepsy has beenmeasured in terms of the
frequency of seizures. This custom applies to individual patient care as well as to

studies about medical treatment (84), surgical treatment (85), and epidemiologi-

cal surveys (86). The severity of seizures and adverse eVects of antiepileptic drugs
are often also recorded, but such yardsticks are diYcult to integrate. Attempts

have been made to create a composite index of impairments (87), but weighting

the diVerent problems remains diYcult. Another disadvantage is that such scales
typically reXect the physicians’ point of view, which is not necessarily the same as

the patients’. Severely handicapped people may adapt to their situation and do not

pity themselves as much as others do (88); conversely many neurologists view a
monthly frequency of complex partial seizures and mild side-eVects of drugs as

‘‘acceptable,’’ whereas for themselves or their colleagues they would regard such

symptoms as ‘‘unacceptable,’’ given the risk of a seizure during a procedure or
medical staV meeting, the inability to drive, and the impaired concentration by the

drugs (89). Epilepsy may negatively aVect the fulWlment of a patient’s chosen way

of life in many diVerent ways: anticipation and fear of seizures, their perception of
the reaction of other people, the need to take drugs regularly, often in the presence

of others, behavioral and cognitive problems caused by the disorder itself or by

antiepileptic drugs, and sometimes co-existent impairments associated with an
underlying brain disorder.

The ultimate goal in the management of epilepsy is to improve functioning and

well-being, through a reduction of seizure frequency, seizure severity, and side-
eVects from antiepileptic drugs. Therefore integrated measures of health-related

quality of life are most suited for assessing the success of any type of intervention

(90). Several such measures have been developed and proved reliable and valid in
patients with epilepsy (91–94). For children a similar instrument has been devised,

which takes account of the special aspirations in childhood and the relatively great

impact on the family (95). A comparative study of diVerent outcome measures
was carried out for patients who underwent surgery to control their epilepsy (90).

Previously published, seizure-speciWc measures markedly varied in relation to the

external standard of health-related quality of life. For example, the quality of life of
seizure-free patients was considerably better than that of patients having only

auras, whereas the latter category of patients is often classiWed as ‘‘seizure-free.’’

Similarly, simple partial seizures may be more distressing than complex partial
seizures as patients are conscious of the unpleasant eVects (89).

We do not plead that counting seizures should be abandoned, but the impact of

epilepsy and its treatment on patients’ lives diVers so widely, depending on the
professional background and the social structure in general, that research on any

type of intervention in epilepsy should include measurement of the quality of life.
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Migraine

Migraine, or attacks of headache in general, is another example of a paroxysmal
disorder that has a far wider impact on patients’ lives than can be expressed by the

number of attacks. Often studies about the management of migraine attacks are

evenmore narrowly focused than those in epilepsy research, in that the objective is
limited to the treatment of single episodes (96–99), or of the one that follows the

next day (100). Only when prophylactic drugs are the subject of study does the

time frame become a bit wider, but such ‘‘migraine diaries’’ seldom exceed a few
weeks (101,102). The most blatant defect in both types of studies is the total

disregard for the disruptive eVect of migraine attacks on the patient’s life in the

long term.

REFERENCES

1. Medical Research Council. Streptomycin treatment of pulmonary tuberculosis. BMJ

1948;ii:769–82.

2. Lind J. A Treatise of the Scurvy. Edinburgh: Sands, Murray & Cochran, 1753.

3. Louis PCA. Recherches sur les EVets de la Saignée. Paris: de Mignaret,1835.

4. Fibinger J. Om serumbehandlung af difteri. Hospitalstidende 1898;6:309–25, 338–50.

5. Ferguson FR, Davey AFC, Topley WWC. The value of mixed vaccines in the prevention of

the common cold. J Hyg 1927;26:98–109.

6. Pocock SJ. Clinical Trials – A Practical Approach. Chichester: John Wiley, 1983.

7. Sackett DL, Haynes RB, Guyatt GH, et al. Clinical Epidemiology – A Basic Science for Clinical

Medicine. 2nd edition. Boston: Little, Brown and Company, 1991.

8. Schwartz D, Lellouch J. Explanatory and pragmatic attitudes in therapeutic trials. J Chronic

Dis 1967;20:637–48.

9. Vermeulen M, Lindsay KW, Murray GD, et al. AntiWbrinolytic treatment in subarachnoid

hemorrhage. N Engl J Med 1984;311:432–7.

10. Bogousslavsky J. Acute stroke trials: from Morass to Nirvana? Cerebrovasc Dis 1995;5:3–6.

11. Fergus M, Stephens R. Marketing clinical trials. Lancet 1996;348:111–12.

12. Altman DG, Dore CJ. Randomisation and baseline comparisons in clinical trials. Lancet

1990;335:149–53.

13. Schulz KF, Chalmers I, Grimes DA, Altman DG. Assessing the quality of randomization

from reports of controlled trials published in obstetrics and gynecology journals. JAMA

1994;272:125–8.

14. Schulz KF, Chalmers I, Hayes RJ, Altman DG. Empirical evidence of bias. Dimensions of

methodological quality associated with estimates of treatment eVects in controlled trials.

JAMA 1995;273:408–12.

15. Hill AB. Medical ethics and controlled trials. BMJ 1963;i:1043–9.

16. European Carotid Surgery Trialists’ Collaborative Group. MRC European Carotid Surgery

Trial: interim results for symptomatic patients with severe (70–99%) or with mild (0–29%)

carotid stenosis. Lancet 1991;337:1235–43.



129 The clinical trial in efficacy research

17. North American Symptomatic Carotid Endarterectomy Trial Collaborators. BeneWcial

eVect of carotid endarterectomy in symptomatic patients with high-grade carotid stenosis.

N Engl J Med 1991;325:445–53.

18. Algra A, van Gijn J. Science unblinded [letter]. Lancet 1994;343:1040.

19. Anonymous. Blinded by science. Lancet 1994;343:553–4.

20. Miller LS, Miyamoto AT. Computed tomography: its potential as a predictor of functional

recovery following stroke. Arch Phys Med Rehabil 1979;60:108–9.

21. van Gijn J, Warlow CP. Down with stroke scales! Cerebrovasc Dis 1992;2:244–6.

22. World Health Organization. International ClassiWcation of Impairments, Disabilities, and

Handicaps. Geneva: WHO, 1980.

23. Granger CV, Dewis LS, Peters NC, Sherwood CC, Barrett JE. Stroke rehabilitation: analysis

of repeated Barthel index measures. Arch Phys Med Rehabil 1979;60:14–17.

24. Collin C, Wade DT, Davies S, Horne V. The Barthel ADL Index: a reliability study. Int

Disabil Stud 1988;10:61–3.

25. de Haan R, Limburg M, Schuling J, Broeshart J, Jonkers L, van Zuylen P. [Clinimetric

evaluation of the Barthel Index, a measure of limitations in daily activities] Klinimetrische

evaluatie van de Barthel-index, een maat voor beperkingen in het dagelijks functioneren.

Ned Tijdschr Geneeskd 1993;137:917–21.

26. Wade DT, Hewer RL. Functional abilities after stroke: measurement, natural history and

prognosis. J Neurol Neurosurg Psychiatry 1987;50:177–82.

27. ChinoN. EYcacy of Barthel index in evaluating activities of daily living in Japan, the United

States, and United Kingdom. Stroke 1990;21:II64–5.

28. van Swieten JC, Koudstaal PJ, Visser MC, SchoutenHJ, van Gijn J. Interobserver agreement

for the assessment of handicap in stroke patients. Stroke 1988;19:604–7.

29. Jennett B, Bond M. Assessment of outcome after severe brain damage: a practical scale.

Lancet 1975;i:480–4.

30. Karnofsky DA, Burchenal JH. The clinical evaluation of chemotherapeutic agents in cancer.

In: Macleod CM, (ed.) Evaluation of Chemotherapeutic Agents. New York: Columbia

University Press, 1949:191–205.

31. Task force on stroke impairment, and task force on stroke handicap. Symposium recom-

mendations for methodology in stroke outcome research. Stroke 1990;21(suppl.2):68–73.

32. Bamford JM, Sandercock PA, Warlow CP, Slattery J. Interobserver agreement for the

assessment of handicap in stroke patients [letter]. Stroke 1989;20:828.

33. de Haan R, Limburg M, Bossuyt P, Van der Meulen J, Aaronson N. The clinical meaning of

Rankin ‘handicap’ grades after stroke. Stroke 1995;26:2027–30.

34. Holbrook M, Skilbeck CE. An activities index for use with stroke patients. Age Ageing

1983;12:166–70.

35. Schuling J, de Haan R, Limburg M, Groenier KH. The Frenchay Activities Index. Assess-

ment of functional status in stroke patients. Stroke 1993;24:1173–7.

36. Maas AI, Braakman R, Schouten HJ, Minderhoud JM, van Zomeren AH. Agreement

between physicians on assessment of outcome following severe head injury. J Neurosurg

1983;58:321–5.

37. Italian Acute Stroke Study Group. Haemodilution in acute stroke: results of the Italian

haemodilution trial. Lancet 1988;i:318–21.



130 J. van Gijn and M. Vermeulen

38. Spitzer WO. State of science 1986: quality of life and functional status as target variables for

research. J Chronic Dis 1987;40:465–71.

39. de Haan R, Horn J, Limburg M, Van der Meulen JHP, Bossuyt P. A comparison of Wve

stroke scales with measures of disability, handicap, and quality of life. Stroke 1993;24:1178–

81.

40. de Haan R, Aaronson N, Limburg M, Hewer RL, van Crevel H. Measuring quality of life in

stroke. Stroke 1993;24:320–7.

41. Bergner M, Bobbitt RA, Carter WB, Gilson BS. The Sickness Impact ProWle: development

and Wnal revision of a health status measure. Med Care 1981;19:787–805.

42. Hunt SM, McKenna SP, McEwen J, Backett EM, Williams J, Papp E. A quantitative

approach to perceived health status: a validation study. J Epidemiol Community Health

1980;34:281–6.

43. Visser MC, Koudstaal PJ, Erdman RA, Deckers JW, Passchier J, van Gijn J, et al. Measuring

quality of life in patients with myocardial infarction or stroke: a feasibility study of four

questionnaires in The Netherlands. J Epidemiol Community Health 1995;49:513–7.

44. Ahlsio B, Britton M, Murray V, Theorell T. Disablement and quality of life after stroke.

Stroke 1984;15:886–90.

45. Torrance GW. The measurement of health state utilities for economic appraisal. J Health

Econ 1986;5:1–30.

46. EuroQuol Group. Euroquol – a new facility for themeasurement of health-related quality of

life. Health Policy 1990;16:199–208.

47. Paty DW, Li DK, Oger JJ, et al. Magnetic resonance imaging in the evaluation of clinical

trials in multiple sclerosis. Ann Neurol 1994;36 suppl:S95–96.

48. Paty DW, Li DK, the UBC MS/MRI Study Group, and the IFNB Multiple Sclerosis Study

Group. Interferon beta–1b is eVective in relapsing-remitting multiple sclerosis. ii. MRI

analysis results of a multicenter, randomized, double-blind, placebo-controlled trial. Neur-

ology 1993;43:662–7.

49. van Walderveen MA, Barkhof F, Hommes OR, Polman CH, Tobi H, Frequin ST, et al.

CorrelatingMRI and clinical disease activity in multiple sclerosis: relevance of hypo-intense

lesions on short-TR/short-TE (T1-weighted) spin-echo images. Neurology 1995;45:1684–

90.

50. The INFBMultiple Sclerosis Study Group, and the University of British ColumbiaMS/MRI

Analysis Group. Interferon-�-1b in the treatment of multiple sclerosis: Wnal outcome of the

randomized controlled trial. Neurology 1995;45:1277–85.

51. Thompson AJ, Kermode AG, MacManus DG, et al. Patterns of disease activity in multiple

sclerosis: clinical and magnetic resonance imaging study. BMJ 1990;300:631–4.

52. Filippi M, HorsWeld MA, Morrissey SP, et al. Quantitative brain MRI lesion load predicts

the course of clinically isolated syndromes suggestive of multiple sclerosis. Neurology

1994;44:635–41.

53. Morrissey SP, Miller DH, Kendall BE, et al. The signiWcance of brain magnetic resonance

imaging abnormalities at presentation with clinically isolated syndromes suggestive of

multiple sclerosis. a 5-year follow-up study. Brain 1993;116:135–46.



131 The clinical trial in efficacy research

54. Filippi M, Paty DW, Kappos L, et al. Correlations between changes in disability and T2-

weighted brain MRI activity in multiple sclerosis: a follow-up study. Neurology

1995;45:255–60.

55. McDonald WI, Miller DH, Thompson AJ. Are magnetic resonance Wndings predictive of

clinical outcome in therapeutic trials in multiple sclerosis? The dilemma of interferon-beta.

Ann Neurol 1994;36:14–18.

56. Kidd D, Thorpe JW, Thompson AJ, et al. Spinal cord MRI using multi-array coils and fast

spin echo. II. Findings in multiple sclerosis. Neurology 1993;43:2632–7.

57. Miller DH, Albert PS, Barkhof F, et al. Guidelines for the use of magnetic resonance

techniques in monitoring the treatment of multiple sclerosis. US national MS Society Task

Force. Ann Neurol 1996;39:6–16.

58. Stone LA, Smith ME, Albert PS, et al. Blood–brain barrier disruption on contrast-enhanced

MRI in patients with mild relapsing–remitting multiple sclerosis: relationship to course,

gender, and age. Neurology 1995;45:1122–6.

59. Gass A, Barker GJ, Kidd D, et al. Correlation of magnetization transfer ratio with clinical

disability in multiple sclerosis. Ann Neurol 1994;36:62–7.

60. Kurtzke JF. Rating neurologic impairment in multiple sclerosis: an expanded disability

status scale (EDSS). Neurology 1983;33:1444–52.

61. Willoughby EW, Paty DW. Scales for rating impairment in multiple sclerosis: a critique.

Neurology 1988;38:1793–8.

62. Hughes RAC, Sharrack B. More immunotherapy for multiple sclerosis. J Neurol Neurosurg

Psychiatry 1996;61:239–41.

63. Whitaker J, McFarland H, Rudge P, Reingold S. Outcomes assessment in multiple sclerosis

clinical trials: a critical analysis. Multiple Sclerosis 1995;1:37–47.

64. Vercoulen JHMM, Hommes OR, Swanink MA, et al. The measurement of fatigue in

patients with multiple sclerosis – a multidimensional comparison with patients with

chronic fatigue syndrome and healthy subjects. Arch Neurol 1996;53:642–9.

65. Cella DF, Dineen K, Arnason B, et al. Validation of the functional assessment of multiple

sclerosis quality of life instrument. Neurology 1996;47:129–39.

66. Goodkin DE, Cookfair D, Wende K, et al. Inter- and intrarater scoring agreement using

grades 1.0 to 3.5 of the Kurtzke expanded disability status scale (EDSS). Neurology

1992;42:859–63.

67. Francis DA, Bain P, Swan AV,Hughes RAC. An assessment of disability rating scales used in

multiple sclerosis. Arch Neurol 1991;48:299–301.

68. Mumford CJ. �-Interferon and multiple sclerosis: why the fuss? Q J Med 1996;89:1–3.

69. de Haan RJ, Polman CH. Het behandelingseVect van interferon-beta1a en-1b bij multipele

sclerose clinimetrisch getoetst. Ned Tijdschr Geneeskd 1996;140:2168–71.

70. Jacobs LD, Cookfair DL, Rudick RA, et al. Intramuscular interferon beta-1a for disease

progression in relapsing multiple sclerosis. Ann Neurol 1996;39:285–94.

71. Fazekas F, Deisenhammer F, Strasser-Fuchs S, Nahler G, Mamoli B. Randomised placebo-

controlled trial of monthly intravenous immunoglobulin therapy in relapsing-remitting

multiple sclerosis. Lancet 1997;349:589–93.



132 J. van Gijn and M. Vermeulen

72. Mumford CJ, Compston A. Problems with rating scales for multiple sclerosis: a novel

approach – the CAMBS score. J Neurol 1993;240:209–15.

73. Lankhorst GJ, Jelles F, Smits RCF, et al. Quality of life inmultiple sclerosis: the disability and

impact proWle (DIP). J Neurol 1996;243:469–74.

74. Schwab RS, England AC. Projection technique for evaluating surgery in Parkinson’s disease.

In Gillingham FJ, Donaldson MC (Eds.). Third Symposium on Parkinson’s Disease. Edin-

burgh: Churchill Livingstone, 1969:152–7.

75. Canter CJ, de la Torre R, Mier M. A method of evaluating disability in patients with

Parkinson’s disease. J Nerv Ment Dis 1961;133:143–7.

76. Langston JW, Widner H, Goetz CG, et al. Core assessment program for intracerebral

transplantations (capit). Mov Disord 1992;7:2–13.

77. Wade DT. Measurement in neurologic rehabilitation. Curr Opin Neurol 1993;6:778–84.

78. Hoehn MM, Yahr MD. Parkinsonism: onset, progression and mortality. Neurology

1967;17:427–42.

79. Webster DD. Critical analysis of the disability in Parkinson’s disease. Modern Treatment

1968;5:257–82.

80. Jenkinson C, Peto V, Fitzpatrick R, Greenhall R, Hyman N. Self-reported functioning and

well-being in patients with Parkinson’s disease: comparison of the short-form health survey

(SF-36) and the Parkinson’s disease questionnaire (PDQ–39). Age Ageing 1995;24:505–9.

81. de Boer AG,WijkerW, Speelman JD, deHaes JC. Quality of life in patients with Parkinson’s

disease: development of a questionnaire. J Neurol Neurosurg Psychiatry 1996;61:70–4.

82. Molenaar DSM, de Haan R, Vermeulen M. Impairment, disability, or handicap in periph-

eral neuropathy: analysis of the use of outcome measures in clinical trials in patients with

peripheral neuropathies. J Neurol Neurosurg Psychiatry 1995;59:165–9.

83. Albers JW, Andersen H, Arezzo JC, et al. Diabetic polyneuropathy in controlled clinical

trials: consensus report of the Peripheral Nerve Society. Ann Neurol 1995;38:478–82.

84. Lhoir A. Vigabatrin in uncontrolled seizures: Belgian clinical experience. The Belgian

vigabatrin evaluation group. Clin Neurol Neurosurg 1994;96:42–6.

85. Walczak TS, Radtke RA, McNamara JO, et al. Anterior temporal lobectomy for complex

partial seizures: evaluation, results, and long-term follow-up in 100 cases. Neurology

1990;40:413–8.

86. Hart YM, Shorvon SD. The nature of epilepsy in the general population. I. Characteristics of

patients receiving medication for epilepsy. Epilepsy Res 1995;21:43–9.

87. LammersMW, Hekster YA, Keyser A, et al. Clinimetric analysis of treatment objectives and

clinical status: individualized treatment in epileptic patients. Epilepsia 1994;35:1271–8.

88. Stensman R. Severely mobility-disabled people assess the quality of their lives. Scand J

Rehabil Med 1985;17:87–99.

89. Devinsky O. Outcome research in neurology: incorporating health-related quality of life

[editorial comment]. Ann Neurol 1995;37:141–2.

90. Vickrey BG, Hays RD, Engel J, Jr., et al. Outcome assessment for epilepsy surgery: the

impact of measuring health-related quality of life. Ann Neurol 1995;37:158–66.

91. Chaplin JE, Yepez R, Shorvon S, Floyd M. A quantitative approach to measuring the social

eVects of epilepsy. Neuroepidemiology 1990;9:151–8.



133 The clinical trial in efficacy research

92. Collings JA. Psychosocial well-being and epilepsy: an empirical study. Epilepsia

1990;31:418–26.

93. Vickrey BG. A procedure for developing a quality-of-life measure for epilepsy surgery

patients. Epilepsia 1993;34 Suppl.4:S22–7.

94. Baker GA, Smith DF, Dewey M, Jacoby A, Chadwick DW. The initial development of a

health-related quality of life model as an outcome measure in epilepsy. Epilepsy Res

1993;16:65–81.

95. Hoare P, Russell M. The quality of life of children with chronic epilepsy and their families:

preliminary Wndings with a new assessment measure. Dev Med Child Neurol 1995;37:689–

96.

96. Anonymous. Treatment of migraine attacks with sumatriptan. The subcutaneous sumat-

riptan international study group. N Engl J Med 1991;325:316–21.

97. Kudrow L, Kudrow DB, Sandweiss JH. Rapid and sustained relief of migraine attacks with

intranasal lidocaine: preliminary Wndings. Headache 1995;35:79–82.

98. Cameron JD, Lane PL, Speechley M. Intravenous chlorpromazine vs intravenous meto-

clopramide in acute migraine headache. Acad Emerg Med 1995;2:597–602.

99. Tfelt-Hansen P, Henry P, Mulder LJ, Scheldewaert RG, Schoenen E, Chazot G. The

eVectiveness of combined oral lysine acetylsalicylate and metoclopramide compared with

oral sumatriptan for migraine. Lancet 1995;346:923–6.

100. Rapoport AM, Visser WH, Cutler NR, et al. Oral sumatriptan in preventing headache

recurrence after treatment of migraine attacks with subcutaneous sumatriptan. Neurology

1995;45:1505–9.

101. Jensen R, Brinck T, Olesen J. Sodium valproate has a prophylactic eVect in migraine

without aura: a triple-blind, placebo-controlled crossover study. Neurology 1994;44:647–

51.

102. Baischer W. Acupuncture in migraine: long-term outcome and predicting factors. Head-

ache 1995;35:472–4.



MMMM



Part II

Neurological diseases



MMMM



137

10

Cerebrovascular ischemic disease

Philip A. Wolf

Etiology

Magnitude of the problem

Stroke is a major clinical manifestation of atherosclerotic cardiovascular disease

along with coronary artery disease (CHD) and peripheral arterial disease. Isch-
emic cerebrovascular disease accounts for more than 85% of all clinical stroke

events with the remainder divided approximately equally between intracerebral

hemorrhage (ICH) and subarachnoid hemorrhage (SH). Stroke is the third
leading cause of death in most developed countries, accounting for approximately

one in 15 deaths. In the United States, nearly 150 000 persons died of stroke in

1995, amounting to one death every 3.4 minutes. Stroke mortality is heterogen-
eous, is greater among the elderly, in men, and in African–Americans (1). Even

within discrete age and sex groups sizable regional variations in mortality exist

between and within nations. In the southeastern United States, stroke death rates
are approximately 1.4 times greater than the US average (2).

Secular trends in mortality

In the United States, death rates from stroke fell steadily at approximately 1% per
year from 1915 (when such data became available) until 1968. The pace of decline

then accelerated, averaging 5–7% annually; between 1972 and 1990 US death rates

from stroke fell a remarkable 65%. This rapid declinemore than counter-balanced
the aging of the population; as a result, the number of persons dying from stroke

also declined steadily. However, the decline in both the numbers and in the

age-adjusted death rates for stroke reached a nadir in 1992–1993 and seem to be
rising since then for the Wrst time since 1915 (Figure 10.1) (3). This declining

mortality results from reduced severity of stroke and, perhaps, from a falling

stroke incidence. In several deWned populations, notably Olmsted County
(Rochester, MN), there has been a documented decline in stroke incidence which

decreased from 205 per 100 000 in the 1955–1959 quinquennium to 128 per

100 000 in the period 1975–1979. However, incidence rose to 153 per 100 000 in
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1980–1984 and has remained constant since then while national mortality rates
continued to fall through 1991. The continued decline in death rates coincident

with stable incidence is consistent with a decline in stroke case fatality rates,

presumed to result from reduced stroke severity. In Wve rural North Carolina
counties studied in the periods 1970–1973 and 1979–1980, one-year survival

following stroke increased from 49% to 62% (4). Improved detection of milder

cases, largely through improved brain imaging, may also have contributed to the
apparent reduction in stroke severity.

Disability

It is apparent that stroke is more disabling than lethal and is the leading cause of

neurologic disability in the elderly. Of the 500 000 estimated initial strokes in 1996,

there were approximately 3 900 000 stroke survivors in the United States, many of
whom required chronic care (3). Among long-term (6 months+ ) stroke surviv-

ors, 48% were hemiparetic, 22% were unable to walk, 24% to 53% reported

complete or partial dependence on activity of daily living (ADL) scales, 12% to
18% were aphasic, and 32% were clinically depressed (5,6). The average health

care costs (inpatient and outpatient) for cerebral infarction have been estimated at

$8000 to $16 500, for subarachnoid hemorrhage between $27 000 and $32 911, and
for intracerebral hemorrhage to be between $11 100 and $12 881. While impres-

sive, they do not include the additional costs associated with residual morbidity

following stroke (lost work, additional nursing care, etc.). If these are included,
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total cost of stroke to the US is crudely estimated to have been $37.8 billion in 1990
(3).

Diagnosis

The diagnosis of stroke requires diVerentiation from other diseases of the brain of

acute onset based on clinical history, neurologic exam, and brain imaging. DiVer-

entiating infarction from hemorrhage is now rather easily accomplished by com-
puterized tomography (CT) scan; determining the speciWc infarction subtype,

however, is more diYcult. Despite intensive workup, in approximately one-third

of infarcts the precise underlying mechanism cannot be determined – a group
labeled infarction of undetermined cause (IUC).

Ischemic stroke mechanism

At least two-thirds of ischemic strokes result from atherothrombotic occlusive
disease while embolism from a documented cardiac source and infarction of

undetermined cause constitute the balance (7). Atherothrombosis results from:

atherosclerosis aVecting the large and medium size arteries to the brain, extra-
cranial and intracerebral; and lipohyalinosis aVecting small penetrating arteries

within the brain. A substantial portion of ischemic strokes, estimated at between

15 and 30%, result from embolism from a cardiac source. Since the cardiac
diseases predisposing to embolism chieXy result from atherosclerosis aVecting the

coronary arteries and ascending aorta, precursors of atherosclerosis underlie both

atherothrombotic and embolic stroke.

Prognosis

Outcome following stroke varies widely according to mechanism or subtype of the

stroke. Outcome is also adversely aVected by the development of a second (or
more) stroke with attendant increase in physical disability and decrease in cogni-

tive function. Such recurrences are quite frequent, occurring in approximately

25% during the Wrst 2 years following the initial stroke. Strokes resulting from
hemorrhage, intraparenchymatous and subarachnoid, are fatal in about half the

cases and hemorrhage survivors often have severe permanent disability. Cerebral

infarction accounts for approximately 85% of all strokes. Case-fatality rates vary
widely among ischemic stroke subtypes ranging from less than 5% for lacunar

infarcts to 25% in large artery and cardioembolic ischemic strokes. Overall, stroke

is more disabling than lethal and is the leading cause of adult neurologic disability
and a key diagnosis leading to institutionalization. Physical disability and demen-

tia frequently follow stroke, leading to loss of independence and, as far as the

stroke survivor and the family is concerned, the end of useful life.
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Intervention

While treatment of acute stroke is being actively pursued it is likely the major

impact on reducing death and disability from cerebrovascular disease will come

from prevention. ModiWcation of factors predisposing to initial or recurrent
stroke holds the key to stroke prevention. Many stroke precursors remain incom-

pletely understood: genetic inXuences, clotting factors, blood lipids, inXammatory

markers, infectious agents, homocyst(e)ine level, nutritional factors, and others.
However, a number of key risk factors for stroke have been identiWed and their

impact estimated (1). Although a full discussion of stroke precursors and their

interaction is beyond the scope of this chapter, it is important to highlight those
modiWable risk factors known to predispose to stroke where intervention has been

shown to reduce stroke occurrence. Hypertension is the principal risk factor for

ischemic stroke with risk rising in proportion to level of blood pressure, systolic as
well as diastolic. Reducing elevated pressures, even mild elevations of systolic

pressure, has been shown to reduce stroke incidence in direct proportion to the

degree of blood pressure reduction (8–10). Although incidence is highest at the
extreme upper levels of the blood pressure range, most stroke occurs at moderately

elevated blood pressure which is the most prevalent in middle aged and older

individuals. In a recent survey of a stratiWed sample of the United States popula-
tion, approximately 50 million Americans were estimated to have hypertension,

according to the JNCVI criteria (11). Of these 50 million persons, only 10.5

million were known to be hypertensive, were actively treated and their hyperten-
sion was controlled. Thus, in the 1990s in the United States, four out of Wve

hypertensives were either unaware, untreated, or uncontrolled. Reduction of

elevated systolic and diastolic blood pressures, in men and women of all ages up to
age 85 years, has been repeatedly shown to reduce stroke incidence by approxi-

mately 42% (8). Clearly detection and treatment of hypertension is the key

preventive measure to reduce stroke.

Cigarette smoking

Risk of stroke is increased about 1.5-fold in cigarette smokers with risk rising with

the number of cigarettes smoked. Following smoking cessation, observational
studies show risk of stroke falls within 5 years to a level of a person who never

smoked (12). In fact, risk is halved within 2 years of smoking cessation regardless

of number of cigarettes smoked and the age of the smoker – hence the adage ‘‘It’s
never too late to quit!’’ (13).
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Physical activity

Moderate or heavy physical activity is associated with lower rates of stroke in men
and women (14). Exercise promotes weight reduction and Wtness with attendant

reduction in other risk factors including a greater receptiveness to smoking

cessation advice.

Atrial fibrillation

Dramatic reduction in stroke, in excess of two-thirds risk reduction, has been
achieved with warfarin anticoagulation in a half-dozen primary and secondary

trials of patients with nonrheumatic atrial Wbrillation (15). In clinical trials, it was

apparent risk of stroke could be achieved safely with careful monitoring of the
International Normalized Ratio (INR maintained above 2 and below 3) and

patient selection. Other possible risk factors: elevated plasma homocysteine may

be reduced with folic acid and pyridoxine (vitamin B6) supplementation (16);
treatment with pravastatin or simvistatin in coronary patients with elevated total

and LDL-cholesterol levels substantially reduces stroke rates by 20–30% (17,18);

and weight loss in obese persons may be expected to reduce glucose intolerance
and blood pressure and thereby prevent stroke.

Implications for clinical practice

It is not diYcult to identify the stroke-prone individual. The presence of certain
nonmodiWable personal characteristics: African–American race; parental history

of stroke; advanced age; residence in a high stroke incidence geographic region;

evidence of subclinical cardiovascular disease; echocardiographic markers of in-
creased stroke risk (1); and prior diabetes and cardiovascular disease, helps to

identify those at increased stroke risk. Persons with a prior stroke or recent

episode of transient cerebral ischemia (TIA) are at particularly high risk. These
TIA or stroke survivors with symptomatic signiWcant extracranial carotid stenosis

have been shown to beneWt from carotid endarterectomy performed by expert

surgeons with documented low complication rates (19–22). In addition, there
may be modiWable risk factors: elevated systolic and/or diastolic blood pressure

levels; cigarette smoking; physical inactivity; nonrheumatic atrial Wbrillation; for

which risk factor modiWcation should be strongly urged. A quantitative assess-
ment of stroke risk may be obtained using a stroke risk proWle, such as that based

on FraminghamStudy data, where increased probability of stroke is apparent even

in persons with borderline levels of multiple risk factors (23). Using the risk
proWle, both the physician and patient may tabulate the stroke risk score and view

the level of increased risk and potential beneWt of elevated blood pressure



142 P. A. Wolf

reduction, smoking cessation, and warfarin use in atrial Wbrillation. Aspirin has
been shown to reduce ischemic stroke recurrence by approximately 20%, and

other antiplatelet agents such as ticlopidine and more recently clopidogrel have

even greater eYcacy for stroke prevention (24–26). Less certain is the use of
vitamins, notably folic acid and pyridoxine, to reduce plasma homocysteine.

Pravastatin or simvistatin have been shown to reduce stroke rates in high stroke-

risk patients with evidence of coronary artery disease who have elevated total and
LDL-cholesterol (17,18).

There is much to be learned about factors which predispose to stroke and

therapeutic measures which will reduce the incidence of stroke and the attendant
death and disability. However, at present what is already known is not being

utilized by physicians and patients with suYcient diligence. It is likely far greater

reductions in stroke incidence can be achieved by application of proved therapies
or risk factor reduction measures than is currently being done. It is estimated

that more than half the initial strokes in the United States could be prevented by

treating hypertension, achieving cigarette smoking cessation, and assiduously
treating atrial Wbrillation with warfarin (27). Newer measures promise to provide

additional beneWts, but only if they are applied with vigor and resolve by phys-

icians.
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Vascular dementia

Richard K. Chan and Vladimir C. Hachinski

Introduction

Improvement in overall standard of living and advances in medical sciences have
led to signiWcant improvements in life expectancy in the last century. With the

aging of the population, dementing illness becomes an important cause of concern

in developed countries. After Alzheimer’s disease, vascular dementia is the second
most common cause of dementia (1).

The incidence and prevalence of vascular dementia in young individuals are

unknown. They are expected to be low since cerebrovascular diseases are uncom-
mon in individuals less than 50 years old. Depending on the instrument used in

the diagnosis and the age of the study population the prevalence of vascular

dementia in the geriatric population ranges from 1–5% (1–8). The incidence of
dementia in the elderly population is about 0.5–1.5 per 100 person-years (7).

Etiology

The name ‘‘vascular dementia’’ implies that the dementia is secondary with

interference to the vascular supply of the brain. This may take the form of cerebral
infarct or intracerebral hemorrhage. Although vascular events such as subdural

hematoma or subarachnoid hemorrhage (without concomitant intracerebral

hemorrhage or infarct) can cause signiWcant decline of cognitive state, they are
not, by convention, considered to be causes of vascular dementia. The causes of

vascular dementia are listed in Table 11.1.

Single, strategic infarct can cause signiWcant cognitive deWcit in patients (Table
11.2). Recurrent cerebral infarctions are by far the more common cause of

vascular dementia. The infarcts may involve the cerebral cortex, the cerebral white

matter, or the deep gray nuclei. Infarcts aVecting the brainstem and/or cerebellum,
by themselves, do not cause cognitive impairment. As indicated in Table 11.1,

cerebral infarcts are results of thromboembolic occlusion of cerebral arteries or

hypoperfusion from many causes.



Table 11.1. Causes of vascular dementia

Predisposing causes/diseases

Cerebral infarctions

Large vessel disease Carotid artery atherosclerosis

Vasculitis

Small vessel disease Familial/genetic (e.g., CADASIL)

Hypertension

Diabetes mellitus

Cardioembolism Myocardial ischemia/infarct

Myocardiopathy

Arhythmia (atrial Wbrillation, paroxysmal atrial

tachycardia)

Valvular heart disease (mitral stenosis)

Hemodynamic Watershed infarct

Global ischemia (e.g., during cardiac arrest, open

heart surgery)

Cerebral hemorrhage

Lobar hemorrhage Amyloid angiopathy

Hypertension

Subcortical/deep gray matter hemorrhage Hypertension

Table 11.2. Strategic single infarct dementia

1. Middle cerebral artery territory

a. Angular gyrus infarct

b. Frontal or parietal lobe infarct with aphasia

2. Anterior cerebral artery territory

a. Mesial frontal infarct (usually bilateral, with abulia, dyspraxia, memory impairment, and/or

transcortical motor aphasia

b. Basal forebrain infarct

3. Posterior cerebral artery territory

a. Bilateral mesial temporal lobe involvement

b. Thalamus
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Intracerebral hemorrhage leads to focal neuronal fallout. As with the case of

cerebral infarction, when the neuronal loss involves a strategic location, or when
multiple domains are involved, dementia ensues. Amyloid angiopathy deserves

special attention. In this disease, recurrent cortical hemorrhages are associated

with amyloid deposits in the vessel walls of the intracerebral arterioles. The
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aVected patients often have premorbid decline in cognitive state. This is one
condition where the distinction between vascular and degenerative dementia

cannot be clearly delineated.

Diagnosis

The diagnosis of vascular dementia starts with a detailed history and careful
clinical examination. It is important to interview the family members, and occa-

sionally fellow workers, to assess the extent of disability due to the cognitive

problem. A general examination is helpful in detecting systemic illness that might
cause cognitive problems. The neurological examination is focused, paying par-

ticular attention to the presence of focal upper motor neuron signs (hypertonia,

hyper-reXexia, hemiparesis, etc.) and primitive reXexes (palmomental reXex,
grasp reXex, rooting reXex, etc.). Assessment of the mental processes can be

performed using one of several bedside mental status assessment scales. Folstein’s

mini-mental status examination (9) is easy to administer; a score of less than 24
usually signiWes signiWcant cognitive deWcit. The Mattis dementia scale (10) is

another tool to assess cognitive function.

Any patient with cognitive deWcit should be investigated to detect a treatable
(and potentially reversible) dementia (11). Basic investigations should include a

thyroid function assessment, serum vitamin B12 level, syphilis serology, and

computed tomographic scan or magnetic resonance imaging study of the brain.
Examination of the cerebrospinal Xuid and electroencephalogram may also be

needed in selected patients. Neuropsychological assessment is useful in deWning

the extent and type of cognitive deWcit.
The diagnosis of vascular dementia requires the demonstration of socio-profes-

sional handicap and demonstrable causal link to vascular disease of the brain.

Diagnosis sometimes appears much simpler than it really is. In practice, it can be
diYcult for the clinicians to assess socio-professional handicap from ignorant

family members. It is even more diYcult to prove a causal link between cere-

brovascular disease and dementia, since the presence of vascular lesions in the
brain does not always cause vascular dementia (11). Well-established dementia

may be due to underlying degenerative brain disease that is not apparent on

routine investigation. The distinction between vascular dementia and degen-
erative dementia is diYcult and erroneous in cases of mixed dementia. The

diagnosis of vascular dementia is thus, by necessity, a clinical one.

The Hachinski Ischemic Scale is the Wrst attempt at diVerentiating vascular
dementia from Alzheimer’s disease (12). This is a 13-item scale, and a score of

more than 6 is usually indicative of a multi-infarct state. This scale has acceptable

sensitivity and speciWcity in deWning degenerative or vascular dementia, but is
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unable to deWne mixed type dementia or subtypes of vascular dementia (13).
Subsequent instruments in diagnosis of vascular dementia were variants from the

Hachinski’s scale, but incorporating the criteria of dementia at the same time. The

two most commonly used instruments are the DSM–III classiWcation (14) and the
NINDS–AIREN criteria (15) for vascular dementia. The three instruments are

shown in Table 11.3.

Prognosis

Vascular dementia, not unlike Alzheimer’s disease, is progressive. In part, patients

with vascular dementia are prone to recurrent stroke with further worsening of the

cognitive state. In addition, there may be changes in the cellular level that appears
to contribute to ongoing neuronal loss and loss of cerebral function. This includes

inXammatory changes and elaboration of cytokines (16).

The rate of progression varies widely among the aZicted. In some individuals
the cognitive deWcit appears to be static over years; in others, the cognitive deWcit

worsens rapidly over months. The factors that determine the rate of progression

are poorly understood. It is known, however, that a new stroke can cause an acute
decline in cognitive state. The clinical presentation is thus that of stepwise

progression, considered to be characteristic of vascular dementia (12,14,15).

Intervention

Vascular dementia is irreversible once established. There is no proven therapy or

procedure that halts the progressive nature of the disease. Nootropics (e.g.,

‘‘Hydergine,’’ dihydroergotoxine, etc.) have not been shown to signiWcantly bene-
Wt patients with vascular dementia. There is ongoing research for agents that can

slow down the rate of cognitive decline. The cognitive state often worsens con-

siderably with every vascular event, and there are theoretical grounds for preven-
ting recurrence of cerebrovascular events in the hopes of slowing down the rate of

cognitive decline.

In patients with known symptomatic cerebral infarctions, acetylsalicylic acid,
ticlopidine and warfarin have been shown to reduce the risk of recurrent stroke

(17). In patients with cerebral infarcts that were asymptomatic, the same is

probably true. Antithrombotics should be prescribed in patients with vascular
dementia due to cerebral infarcts although no trials had been or will be conducted

to show that antithrombotics retard the rate of cognitive decline. In patients with

proven cardioembolic stroke, warfarin is superior to acetylsalicylic acid and
ticlopidine (18). In patients with severe internal carotid artery stenosis that is

symptomatic, carotid endarterectomy reduces the risk of ipsilateral stroke (19).

When the underlying cerebral pathology is due to small vessel disease, it is not
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known if antithrombotics or carotid endarterectomy could prevent recurrent
ischemic event. Treatment of concomitant diabetes mellitus and hypertension are

important and may reduce the risk of recurrent ischemic insults to the brain.

The patients with vascular dementia secondary to primary intracerebral hemor-
rhage are often clinically challenging. Antithrombotics should be avoided al-

though they are not absolutely contraindicated. Prevention of subsequent hemor-

rhage depends on control of hypertension. There is no known eVective
intervention for amyloid angiopathy.

Depression is common in patients with vascular dementia, and often causes

further worsening of the cognitive state. Antidepressants should be prescribed for
patients with symptomatic or subclinical depression. Patients with severe cogni-

tive deWcit may develop behavioral or sleep disorders. Treatment with psycho-

active agents and sedatives may be required. The clinicians should, however, be
aware that these drugs may worsen the cognitive deWcits.

Implication for clinical practice

The population is aging worldwide. Over the next few decades, the proportion of

elderly people in the population will increase gradually. With this gradual shift in
the age structure of the population, the clinicians will see more cases of dementia.

As an example, in Canada the number of individuals with dementia will rise to

592 000 in the year 2021, compared to the estimated 252 600 in 1991 (4). About
one-third of the demented individuals will have vascular dementia.

Cognitive decline from vascular dementia is not reversible, and tends to be

progressive despite currently available treatment. It is far more important to
prevent vascular dementia than to savage cerebral function once dementia has

occurred. Almost one-third of elderly patients with recent cerebral hemispheric

infarcts developed vascular dementia (20). Prevention of the Wrst stroke is thus a
clinically desirable goal. Individuals at high risk of stroke, especially those with

transient ischemic attacks, should be managed aggressively. This may include

prescription of an antithrombotic, carotid endarterectomy, treatment of con-
comitant cardiovascular disease and/or modiWcation of vascular risk factors.

Patients who have already suVered one or more strokes may have cognitive

deWcit, and yet not severe enough to seriously aVect their lives. Using the currently
available diagnostic criteria, none of these patients would qualify for the diagnosis

of vascular dementia. We have elected to use the term ‘‘vascular cognitive impair-

ment’’ to describe these patients (21). Given time, patients with vascular cognitive
impairment may worsen into the state of vascular dementia. Active interventions

are therefore indicated in patients with either vascular cognitive impairment or

vascular dementia to retard the rate of cognitive decline.



Table 11.3. Diagnostic criteria of vascular dementia

HIS DSM–III–R NINDS–AIREN

Established diagnosis of dementia A. Dementia according to criteria (i)–(v):

(i) Demonstrable evidence of impairment in short

and long term memory;

(ii) One of the following: impairment in abstract

thinking, impaired judgment; other disturbance

of higher cortical function (aphasia, apraxia,

agnosia or constructional diYculty);

(iii) Disturbance in A and B signiWcantly interferes

with work or usual social activities or

relationships with other;

(iv) Not occurring during the course of delirium;

(v) Either (1) evidence from the history, physical

examination, or laboratory tests of a speciWc

organic factor (or factors) judged to be

etiologically related to the disturbance; OR (2)

in the absence of such evidence, an etiological

organic factor can be presumed if the

disturbance cannot be accounted for by any

nonorganic mental disorder.

1. Dementia fulWlling criteria a–d:

a. Impairment of memory.

b. DeWcit in at least two of the following cognitive

domains: orientation, attention, language,

visuospatial function, executive functions, motor

control, and praxis.

c. DeWcit severe enough to interfere with activities

of daily living (and not due to physical eVect of

stroke alone).

d. Exclusion criteria: Cases with disturbance of

consciousness, delirium, psychosis, severe aphasia,

or major sensorimotor impairment precluding

neuropsychology testing. Also excluded are systemic

disorders or other brain diseases (such as

Alzheimer’s disease) that in and of themselves could

account for deWcits in memory and cognition.

Focal neurological symptoms (2)

Focal neurological signs (2)

C. Focal neurological signs and symptoms. 2. Presence of CVD, deWned by one or both of the

following:

a. Focal signs on neurological examination.

b. Evidence of relevant CVD by brain imaging.

History of strokes (2) D. Evidence of signiWcant CVD that is judged to be

etiologically related to the disturbance (based on

history and physical examination).

3. One or more of the following to infer relationship

between dementia and CVD:

a. Onset of dementia within three months following

a recognized stroke.

Abrupt onset (2)

Stepwise deterioration (1)

Fluctuating course (2)

Somatic complaints (1)

Relative preservation of personality (1)

Emotional incontinence (1)

Nocturnal confusion (1)

Depression (1)

History of hypertension (1)

Evidence of associated

atherosclerosis (1)

B. Stepwise deterioration course with ‘‘patchy’’

distribution of deWcits early in the course

b. Abrupt onset of cognitive deWcits.

c. Fluctuating, stepwise progression of cognitive

deWcits.

4. Histopathological features, including:

a. histopathologic evidence of CVD obtained from

biopsy or autopsy: AND

b. absence of neuroWbrillary tangles and neuritic

plaques exceeding those expected for age.

A score of �6 indicates a high likelihood

of VaD.

VaD: Criteria A–D DeWnite VaD: 1 + 2a + 2b+3 +4+ absence of other

clinical or pathological disorder

capable of producing dementia.

Probable VaD: 1 + 2a + 2b+3

Possible VaD: 1 + 2a + 3,

OR 1+2a + 2b,

OR 1+2a + 2b+ subtle onset and

variable course (plateau or

improvement)

NINDS–AIREN (15); CVD=Cerebrovascular disease; DSM–III–R=Diagnostic and Statistical Manual of Mental Disorders, Third Edition – Revised (14);

HIS =Hachinski’s Ischemic Scale (12); MMSE=Mini-mental Status Examination (9); VaD=Vascular dementia.
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It is important for clinicians to diVerentiate vascular dementia from dementia
due to degenerative brain disease. Prevention of recurrent strokes may lead to a

slower rate of cognitive decline, thereby carrying a better prognosis compared to

Alzheimer’s disease or the other degenerative type dementias. Patients with severe
dementia often require institutional care. Patients with mild to moderate cogni-

tive impairment can continue living at home, with varied level of support from

their families and community agencies. In all cases, antithrombotics should be
prescribed to prevent further cerebral vascular events. ModiWcation of vascular

risk factors should also be incorporated in the standard care. Patients with severe

symptomatic carotid artery stenosis and reasonable cognitive status should be
oVered carotid endarterectomy. Surgery should be withheld in patients with

severe cognitive deWcit or who are dependent on others for activities of daily

living.
There is active interest in looking for agents that might retard the rate of

deterioration in vascular dementia. Several agents have shown promise in preclini-

cal studies, and a few have been tested in humans. These drugs are still under
investigation at this time. Not having a proven treatment, patients should be

encouraged to participate in well-designed clinical trials to help Wnd a treatment

for vascular dementia.
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Alzheimer’s disease

Ingmar Skoog and Kaj Blennow

Introduction

Alzheimer’s disease (AD), alone or in combination with other disorders, is
probably the most common form of dementia. It is characterized by an insidious

onset with slowly progressive impairments in intellectual functions and changes in

personality and emotions (1). The neuropathology shows extensive neuronal loss
and deposition of extracellular senile plaques (SP) and intracellular neuroWbrillary

tangles (NFT) in the hippocampus and the frontal and temporal cortex, while the

motor cortex is spared (2). In this chapter, we will describe the frequency of this
disorder, the current hypotheses regarding its etiology, the diagnostic challenges,

its prognosis, and current and future possibilities for treatment.

Frequency

The prevalence rates of AD diVer as may be seen in Table 12.1 (3–15), mostly as a
function of methodological diVerences between studies. All published studies

report, however, that the prevalence of dementia and AD increases steeply with

increasing age. In most studies, the prevalence is higher in men than in women
among younger old people, and higher among women than among men in the

very old. Regarding geographical distribution, the prevalence of dementia is

similar in most parts of the world, but there are diVerences concerning the type of
dementia. The prevalence of AD is generally higher in Western European coun-

tries and lower in Asia and Eastern Europe, while the opposite pattern is found for

multi-infarct dementia (3). One explanation for the variation may be diVerent
rates of cerebrovascular disorders in diVerent countries. Recently, the Honolulu-

Asia Aging study reported that the prevalence of AD in Japanese–American men

was similar to that in Americans of European ancestry while the prevalence of
vascular dementia approached that observed in Japanese studies (16). This may

indicate that environmental or cultural exposure inXuences the development of

AD. This suggestion is supported by the Wnding that the prevalence of AD is much



Table 12.1. Prevalence of dementia and Alzheimer’s disease

Percentage of individuals with

dementia, by age group

Proportion

(%) with

Alzheimer’s

disease

among the

Country Sex 70–74 75–79 80–84 85–89 90+ demented

Jorm et al. (3) all all 3 6 11 21 39

Fratiglioni et al. (4) Sweden men 5 10 14 22 46

women 6 10 22 34 55

Ott et al. (5) Holland men 2 6 14 28 41 58

women 2 6 19 33 41 79

Rocca et al. (6) Italy men 4 9 26 43 20

women 3 8 11 33 54

O’Connor et al. (7) Britain all 4 11 19 33 75

Aevarsson and

Skoog (8)

Sweden men 27‡/25§ 44‡/44§

women 31‡/46§ 44‡/45§

Evans et al. (9) USA all 3* 19† 47¶ 91

Bachman et al. (10) USA men 4 3 10 12¶ 38

women 1 4 11 28¶ 63

Ebly et al. (11) Canada men 19 37 71

Canada women 25 47 76

Hendrie et al. (12) USA all 3* 11† 32¶ 74

Nigeria all 1* 3† 10¶ 64

Zhang et al. (13) China men 4† 17¶

women 14† 28¶

Ueda et al. (14) Japan men 4 1 15 42¶ 26

women 1 7 15 38¶ 26

Shaji et al. (15) India men 0.5 4 11 18 29 26

women 2 3 15 15 36 51

Age groups studied: *, 65–74; †, 75–84; ‡, 85; §, 88; ¶, 85+.
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lower among Africans living in Nigeria than among those living in the USA (12).

The incidence of AD was recently reviewed in twometa-analyses. Gao et al. (17)
used mixed-eVect models in their meta-analysis to accommodate the heterogene-

ity of the studies. Incident ADwas associated with a signiWcant quadratic age eVect

indicating that the increase in incidence rates slows down with the increase in age,
although there is no sign of a decline in the incidence rates themselves. Jorm et al.

(18) used a loess-curve Wtting to analyze data from 23 published studies reporting

age-speciWc incidence data and found that the incidence of AD rose exponentially



Table 12.2. Incidence of dementia

Rate per 1000 years, by age group

Proportion

(%) with

Alzheimer’s

disease

among the

Country Sex 70–74 75–79 80–84 85–89 90+ demented

Gao et al. (17) all all 8 18 34 53 73

Jorm and Jolley (18) Europe all 18 33 60 104 180

mild+

East Asia all 7 15 33 72

mild+

Europe all 6 12 22 38 66

moderate

USA all 5 11 18 28

moderate

Fratiglioni et al. (19) Sweden men 12 33 25 15 48

women 20 43 72 87 79

Ott et al. (20) Holland men 5 15 25 29 26 58

women 4 18 25 50 77 79

Aevarsson and

Skoog (21)

Sweden men 90 38

women 103 44

Paykel et al. (22, 23) Britain men 15 71 29 0 64 (both sexes)

women 27 36 112 89

Hebert et al. (24) USA 10 20 33 84*

Bachman et al. (25) USA men 28 57 58 175* 63 (both sexes)

women 26 49 93 100*

Aronson et al. (26) USA men 7 24 72* 73 (both sexes)

women 17 41 53*

Yoshitake et al. (27) Japan all 4 20 22 87 Men: 24

Women: 51

Age group studied: *, 85 +.
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up to the age of 90 years, with no sign of leveling oV. Both thesemeta-analyses, and
several individual studies (Table 12.2) (17–27), report that the incidence of AD is

higher among women after the age of 85. East Asian countries tend to report a

lower incidence of AD than studies from Western Europe and North America.
Using the 1991 Canadian life table and estimates of the prevalence of dementia

from the Canadian Study of Health and Aging, Hill et al. (28) reported that

women’s expectations of life with dementia and of life in institutions were more



157 Alzheimer’s disease

than twice the corresponding expectations for men. The diVerence between the
sexes was greater for AD than for any other type of dementia. The Framingham

study (29) used a modiWed survival analysis to estimate both cumulative incidence

and the sex-speciWc remaining lifetime risk estimates for quinquennial age groups
above age 65 years. The lifetime risk of AD or other dementias was higher in

women than in men. In 65-year-olds, the remaining lifetime risk of AD was 6% in

men and 12% for women.

Etiology

The etiology of AD is largely unknown and is probably multifactorial. Therefore,

several theories exist, some of which are reviewed here.

The �-amyloid protein is one of the characteristic components of the extracellu-
lar senile plaques SP (30) and is also deposited in the brain of AD patients. It is a

breakdown product from membrane-associated precursors, the amyloid precur-

sor protein (APP) (31). Most investigators consider amyloid deposition to be a
‘‘central event’’ in the pathogenesis of AD (32,33), starting a cascade which results

in neuronal destruction. Individuals with Down’s syndrome exhibit severe AD

neuropathology by age 40 (34). The dominant chromosomal aberration in
Down’s syndrome is a trisomy of the long arm of chromosome 21, the site of the

APP gene. Alzheimer pathology in Down’s syndrome is probably caused by an

overexpression of this gene. Cerebral trauma, a risk factor for AD (35–39), results
in an increased deposition of �-amyloid (40,41). The amyloid hypothesis has been

challenged (42–44) as deposition of �-amyloid in the brain is found in normal

aging, in patients with Down’s syndrome, and in several other brain disorders
without evidence of neuronal damage or dementia during life (45,46).

Intracellular neuroWbrillary tangles (NFTs) are mainly composed of paired

helical Wlaments (PHFs), containing an abnormally hyperphosphorylated form of
tau protein (PHFtau) (47,48). The normal tau protein binds to tubulin promoting

the assembly and stability of themicrotubules (49). Hyperphosphorylated PHFtau

dissociates from the microtubules, is distributed within the neuron and is cleaved
to smaller fragments which become ubiquitinated and polymerize into insoluble

PHFs. The role of NFTs in the etiology of AD has also been challenged as they are

found in several other disorders (50) and in nondemented elderly persons (51),
and as normal tau often exists in a highly phosphorylated state (52).

A marked synaptic loss in the hippocampus and in several cortical regions is

found in AD (53–55) and correlates better with clinical measures of dementia than
SP and NFT (56–58). A high level of education, a protective factor for AD

(5,13,59), has been suggested to increase the density of neocortical synapses (60).

Lesions in the cerebral microvessels, e.g., amyloid angiopathy (61,62) and
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degeneration of the endothelium (63,64), and increased vascular permeability
with protein extravasation in brain parenchyma (65,66) are found in AD. Endo-

thelial degeneration has been related to the location and number of SP (63). A

blood–brain barrier dysfunction may be involved in the pathogenesis of AD
(61,67–69) by increasing the possibility that substances from serum reach the

brain (61,65,67).

Disturbances in the cholinergic, serotonergic, noradrenergic, dopaminergic,
glutaminergic, and neuropeptic neurotransmitter systems are described in AD

(70). The cholinergic system shows the most consistent and pronounced deWcits,

and correlates with the cognitive function (70,71). Smoking increases the density
of cholinergic nicotine receptors in the brain, which may be the explanation for

the inverse relationship reported between smoking and AD (72), although this

Wnding may also be due to diagnostic criteria of AD (73). However, Ott et al. (74)
recently reported that current smoking doubled the incidence of dementia and

AD. Smoking was a strong risk factor for AD only in individuals without the

apolipoprotein E (apoE) �4 allele, but had no eVect in participants with this allele.
Alzheimer’s disease is consistently associated with a family history of dementia

(59, 75–79). Genetic studies in families with autosomal dominant inheritance for

AD, accounting for less than 1% of all AD cases, have shown that mutations on the
genes encoding APP on chromosome 21, presenilin-1 on chromosome 14, and

presenilin-2 on chromosome 1 segregate with AD (80). In all of these families, the

symptoms have an early onset (around 40–60 years of age). These mutations may
increase the production of APP and elevate the levels of �-amyloid aggregates.

There are six diVerent APPmutations responsible for AD. All of these aremissense

mutations giving rise to amino acid substitutions on codons 692, 670/671, 716,
and 717 of APP (80). In vitro studies suggest that these mutations may result in an

increased production of total �-amyloid (codon 670/671) or a selective increase in

the longer form �-amyloid(42–43)
(codon 716 and 717) (81). The increased produc-

tion of �-amyloid(42–43) is believed to lead to an increased deposition of �-amyloid,

with development of SP. This hypothesis is supported by the Wnding that trans-

genic animals overexpressing mutant APP show an increase in �-amyloid(42–43)

with concomitant deposits of �-amyloid in the brain (80). Presenilin-1 and

presenilin-2 are both serpentine proteins, spanning the membrane 6–9 times, with

a high degree of homology (82). Both proteins are located in the endoplasmic
reticulum, Golgi apparatus and nuclear membrane in the cell, and are, within the

brain, mainly expressed in neurons (83). The precise function of the proteins is

unknown, but they have been suggested to have a role in intracellular traYcking of
proteins (84) and in neuronal apoptosis (85). Similar to the APP mutations, the

presenilin mutations may result in an increased production of �-amyloid(42–43),

which may lead to an increased deposition of �-amyloid (86).
Apolipoprotein E (apoE) is a constituent of plasma lipoproteins, and is essential
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in the redistribution of lipids between cells by mediating the uptake of lipo-
proteins by interaction with speciWc receptors. During 1993, several papers re-

ported an increased frequency of the apoE �4 allele in both familial and sporadic

AD (87–89), a Wnding which has now been conWrmed in numerous papers (90).
The association is also conWrmed in population-based studies (91–94), although it

is weaker than in more selected samples and is reduced in the oldest-old (95–98).

The apoE �4 acts as an independent and speciWc susceptibility gene for AD and
several hypotheses exist for its pathogenic role in AD. ApoE4 puriWed from plasma

was found to bind with higher aYnity than apoE3 to A� (99), suggesting that

ApoEmay act as a ‘‘pathological chaperone’’ (100), binding to soluble A�, making
it insoluble and thus sequestered in the SP. Based on the Wnding that ApoE4 binds

less avidly than ApoE3 to tau protein, it has also been hypothesized that ApoE3 (in

contrast to ApoE4) protects against hyperphosphorylation of tau protein and thus
the development of paired helical Wlaments and NFT (101). Last, apoE has a

generalized repair function in the brain, involving membrane lipid re-utilization,

and apoE4 may have a decreased function in reactive synaptogenesis (102).
A polymorphism consisting of a deletion at the 5� splice site of exon 18 on �2-

macroglobulin (�2m) gene was recently found to be genetically linked to AD

(103). The allele frequency for the deletion was higher in AD than in unaVected
individuals, and seems to predict whether a susceptible individual will develop AD

(103). �2m is a serum pan-protease inhibitor localized in SP (104), binds �-
amyloid (105), and mediates clearance and degradation of �-amyloid (106,107),
suggesting a link to �-amyloid deposition also for this gene.

InXammatory proteins are found in AD lesions, suggesting that inXammation

plays a role in the etiology (108). Several epidemiological studies also report that
the use of anti-inXammatory drugs may protect against the development of AD

(109–112).

Oxidative stress with the formation of free radicals has been suggested to be
involved in the etiology of AD (113,114). �-amyloid induces oxidative stress in

neurons (115,116) and endothelial cells (117), possibly by activating the receptor

for advanced glycation end products (116). One common explanation for the risk
factors for Alzheimer’s disease is the formation of free oxygen radicals (118).

Findings that dietary antioxidants may be protective for cognitive impairment

(119), and that antioxidants such as estrogens (120) and red wine (121) may be
protective for AD are compatible with this hypothesis.

Studies in rats suggest that increased glucocorticoid levels, e.g., provoked by

stress, are associated with early aging and damage to the hippocampus (122,123),
and might thus be involved in the etiology of AD. Reports that psychological

trauma in early life (124) and depression (125,126) might be associated with an

increased incidence of AD are often linked to this theory.
Alzheimer’s disease has recently been associated with hypertension (127,128),
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coronary heart disease (129,130,131), atrial Wbrillation (132), diabetes mellitus
(133,134), generalized atherosclerosis (135), and ischemic white matter lesions

(136–138). Although these Wndings may reXect an overdiagnosis of AD in persons

with cerebrovascular disease (139), or that cerebrovascular disease increases the
possibility that individuals with AD lesions will express a dementia syndrome

(140), vascular diseases may exacerbate the AD process, or similar mechanisms

may be involved in the pathogenesis of both disorders (141).
Apoptosis is a form of cell death caused by an internally encoded suicide

program (142), which may be activated by a number of stimuli related to AD, such

as the �-amyloid peptide, free radicals, glucocorticoids, and ischemia (142).
Estrogens, which are suggested to be protective for AD (120), inhibit apoptosis.

Diagnosis

Histopathology is often stated to be the ‘‘golden standard’’ for a diagnosis of AD.

Neuropathological criteria for AD include the Khachaturian criteria (143) and the
CERAD criteria (144), which are mainly based on age-dependent limits of the

amount of SP in the neocortex (although the Khachaturian criteria require some

presence of NFTs before age 75), and the Braak and Braak criteria (145), which are
based on the pattern of NFT changes. However, the interrater reliability between

neuropathologists is not always satisfactory (146,147), and all these changes may

be found in persons who show no signs of dementia during life (148–151).
The most often used criteria for clinical diagnosis of AD are the NINCDS–

ADRDA criteria (Table 12.3) (152), which mainly represent diagnosis by exclu-

sion and do not specify how to diagnose patients with concomitant vascular
diseases. The agreement between the NINCDS–ADRDA criteria and neuro-

pathological diagnosis of AD has been reported to be 80–90% (153–156). How-

ever, these correlations emanate from specialized academic centers, and are based
on patients followed for several years. The accuracy rate in the earlier stages of the

disease and in epidemiological studies is not known. Other often-used criteria for

AD are the DSM–IV (157), proposed by the American Psychiatric Association,
and the ICD–10 (158), proposed by the WHO.

The dimensional rather than categorical character makes mild AD often diY-

cult to separate from normal aging (159–161). Fairly small diVerences in criteria
may have large eVects on the prevalence rates (161). If a decline from a previously

higher level can be shown (by obtaining information from key informants or by

following the patients over time) the validity of mild AD may be higher (8).
A complete work-up in cases of suspected AD includes careful history-taking,

neurological, psychiatric, and physical examinations, interview of a close inform-

ant, brain imaging, a chest X-ray, and biochemical screening including vitamin



Table 12.3. Tne National Institute of Neurological and Communicative Disorders and
Stroke and the Alzheimer’s Disease and Related Disorders Association
(NINCDS–ADRDA) Criteria for Alzheimer’s disease

1. Clinical diagnosis of ‘‘probable Alzheimer’s disease’’ include:

Dementia established by clinical examination, documented by brief mental testing conWrmed by

neuropsychological tests

DeWcits in two or more areas of cognition

Progressive worsening of memory and other cognitive functions

No disturbance of consciousness

Onset between ages 40 and 90

Absence of systemic disorders or other diseases that in and of themselves could account for the

progressive deWcits in memory and cognition

2. Clinical diagnosis of ‘‘possible Alzheimer’s disease’’:

May be made on the basis of the dementia syndrome, in the absence of other neurologic,

psychiatric, or systemic disorders suYcient to cause dementia, and in the presence of variations

in the onset, in the presentation, or in the clinical course

May be made in the presence of a second systemic or brain disorder suYcient to produce dementia,

which is not considered to be the cause of the dementia

Should be used in research studies when a single, gradually progressive severe cognitive deWcit is

identiWed in the absence of other identiWable cause

Adapted from (152).
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B12 level, a thyroid function test, and cerebrospinal Xuid examinations (162).
These procedures are necessary to exclude other causes of dementia (such as

hypothyroidism, vitamin B12 deWciency, brain tumors, normal pressure hydro-

cephalus, subdural hematoma, or cerebrovascular disease) and have generally not
been possible to perform in epidemiological studies. In general, the more examin-

ations that are performed, the more other possible causes of dementia will be

found.
The main diagnostic problem is to distinguish AD from vascular dementia

(VAD). Depending on the criteria used, the proportion of demented individuals

diagnosed as AD or VAD may diVer considerably (139,163,164). AD may some-
times have a course suggestive of VAD, and VAD may have a course suggestive of

AD (165,166). AD may be underdiagnosed in persons with cerebral infarcts as

neither clinical nor pathological evidence of cerebrovascular disease means that it
caused the dementia. However, AD may also be overdiagnosed as many infarc-

tions are clinically silent and infarcts in cases of typical AD may be dismissed as

being irrelevant. It was recently reported that concomitant cerebrovascular dis-
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eases increases the possibility that individuals with AD pathology will express a
dementia syndrome (140).

There is a great need for diagnostic biological markers of AD. Regional cerebral

blood Xow (SPECT or PET) often shows reduced activity over aVected brain areas
(167,168), but its diagnostic value remains to be established. Similarly, the clinical

utility of ApoE genotyping is debated, but in special evaluation units, where

comprehensive examinations are performed, the presence of the apoE �4 allele in
patients with suspected AD increases the speciWcity against a neuropathologic

diagnosis (169–171). Inmore unselected populations, the positive predictive value

is probably considerably lower.
A markedly decreased cerebrospinal Xuid (CSF) level of �-amyloid A�(1–42),

thought to reXect �-amyloid metabolism and deposition in the brain, is reported

in AD (172–175). The sensitivity and speciWcity of CSF-A�(1–42) have to be further
evaluated.

An increased CSF-tau, believed to reXect neuronal and axonal degeneration or

damage, is seen early in AD in both clinical (176–178) and population-based (179)
samples. The sensitivity of CSF-tau in identifying AD is above 80% in clinical

samples, and most patients with other dementias and chronic neurological or

psychiatric disorders have normal values (176,178).

Prognosis

Survival is reduced in AD (180,181), and it is considered to be the fourth or Wfth

most common cause of death in Western society. Although the relative risk of
death in dementia is reduced in advanced age (182,183), the inXuence of dementia

on survival at high ages is substantial because of its high prevalence. Katzman et al.

(183) reported a population attributable risk (PAR) for death in AD and VAD of
5% in the age group 65–74 years and 21% in those above age 75. In 85-year-olds,

Aevarsson et al. (184) reported a PAR for death in Alzheimer’s disease and

vascular dementia of 31% in men and 50% in women.
AD is a chronic disorder. During the course of the disease, the patients’

functions in daily living inevitably deteriorate. AD is therefore the most important

cause of institutionalization in the very elderly (139,185).

Intervention

Symptomatic treatment with acetylcholine esterase inhibitors, which slightly im-

prove dementia symptoms by preventing the breakdown of acetylcholine, in mild
to moderate AD was approved in the United States in 1993 (tacrine), 1996

(donepezil) and 1998 (rivastigmine). Several compounds for treatment of AD are

in clinical trials all over the world. Most of them act against the acetylcholine
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deWcit, but some act directly against the neuronal damage in AD. A recent clinical
trial suggested that treatment with antioxidants slows the progression of AD

(186). The recent Wnding that treatment of isolated systolic hypertension with the

long-acting calcium channel blocker nitrendipine reduces the incidence of demen-
tia and AD suggested that hypertension is one possible target for prevention (187).

There are clinical trials underway to test if intervention with estrogens, anti-

inXammatory drugs and antihypertensives may prevent AD.

Implications for clinical practice

Epidemiology shows that AD is a major disease burden in the elderly, and that

only a minority of cases are recognized by health and social service professionals.
These Wndings have had an impact on the organization of health services and

public awareness of the disorder. Population surveys have emphasized the need

for precise and accurate diagnostic criteria of AD suitable for use in diVerent
settings (188,189), and have also tested the reliability of these criteria (190). They

have completed the clinical picture of AD by identifying early symptoms, and have

led to development of brief case-Wnding instruments to be used for early detection
by, for instance, general practitioners, and tested the change over time in cognitive

tests which is of value for treatment trials. Although risk factors and protective

factors have been identiWed, with potential value for prevention, they have to be
tested in clinical trials.
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Parkinson’s disease

Maarten C. de Rijk and Monique M. B. Breteler

Parkinson’s disease (PD) is one of the most frequent progressive neuro-

degenerative diseases in the elderly. In spite of extensive research, the etiology of

is still unknown. Relatively little epidemiologic research has been conducted
on PD. In this chapter, recent developments in epidemiologic research of will

be reviewed. We will successively discuss risk factors, diagnosis, disease frequency,

prognosis, intervention, and implications for clinical practice.

Etiology

Numerous studies on risk factors for have been published, but the causes of the

dopaminergic cell loss have not been settled yet. Most studies were based on

register-based prevalent cases which have some well-known methodologic draw-
backs as discussed in Chapter 1. In this section, we will mainly focus either on the

few prospective studies in which the exposure was measured before the onset of

the disease, or on large cross-sectional studies. Notwithstanding the ample poten-
tial for bias in case-control studies based on prevalent cases, we included results

from some of the larger case-control studies as well. The results from these studies

should however be interpreted with caution. The associations between most
putative determinants and still have to be con Wrmed in cohort studies, ideally

in a community-based setting.

Age

Age is the most important risk factor for PD. Under the age of 45 years is very

uncommon. Reported age-speciWc prevalence and incidence Wgures varied widely
(1), which might be due to diVerences in case-Wnding procedures, diagnostic

criteria, and response rates across studies. Case-Wndingmethods that are based on

existing medical records will miss patients who did not seek medical attention for
their parkinsonism and will tend to underestimate prevalence and incidence.

Through an in-person screening of all subjects within a deWned population these

patients may be included (2–4); their proportion varies from 24 to 42%



Figure 13.1 Age-specific prevalence, for both sexes combined, of Parkinson’s disease from several
community-based surveys with an in-person screening to detect Parkinson’s disease.
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(2,3,5–7). Apart from case-Wnding methods, diVerent diagnostic criteria may also

have their impact on frequency estimates (6,8).

Prevalence

In many register-based studies, it was found that the prevalence of increased
with age till a certain age after which it declines (1,9–12). However, all commu-

nity-based prevalence surveys with an in-person screening showed an increase in

the prevalence of or parkinsonism with age, even in the highest age categories



Figure 13.2 Age-specific incidence rates of Parkinson’s disease from several community-based surveys.
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(Figure 13.1) (2–7,13–15). A European study suggested remarkably similar preva-

lences across European countries if similar methodologies and diagnostic criteria

were used; overall, the prevalence estimates ranged from 0.6% for those aged 65 to
69 years to 3.5% for those aged 85 to 89 years, with an overall prevalence of 1.6%

for subjects aged 65 years or older (7). The Washington Heights Study from New

York City suggested lower prevalence Wgures for Blacks than for Whites and
Hispanics (11). However, selective mortality or delay in diagnosis due to limited

access to appropriate health services could not be excluded as possible explana-

tions (11).
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Incidence

Incidence rates provide better estimates of occurrence of PD, but studies on
incidence of are scarce. Only few studies provide age- and sex-speci Wc esti-

mates (11,16–19). The Rotterdam study was the only study to administer a

screening instrument for to each individual, both at baseline and follow-up
(19). The incidence per 100 000 person years varies around 250 for the age group

75 to 84 years (Figure 13.2) (11,16,19,20). More incidence estimates provided by

community surveys with an in-person screening at both baseline and follow-up
have to be awaited to establish the true incidence and pattern of incidence of PD.

Gender

Higher prevalences of for men (10–12) or for women (9,21) have been

reported in register-based studies, while in most community surveys with an

in-person screening no signiWcant diVerences in the prevalence of between
men and women were found (2–5,7,13). In incidence studies on with age- and

sex-speciWc estimates, no diVerences between sexes were reported (16–18,22),

except in two (11,12). These Wndings suggest that gender diVerences may have
resulted from survival or diagnosis bias.

Smoking

Smoking is one of the determinants of that has been studied most frequently.

Since Dorn Wrst reported an inverse association between smoking and (23),

this Wnding has been conWrmed in most other studies (24–29), but not in all
(30,31). Most studies that found an inverse association were based on prevalent

cases and the inverse association was disputed with various arguments like biased

results due to confounding, selective mortality, cause-eVect bias, symptom sup-
pression, or diagnostic competition (24). To date, few prospective studies exist

(23,27,27,32–35), of which two were community based with an in-person screen-

ing (27,28). In all these studies, an on average two- to three-fold reduction of the
risk of among smokers was found. Among the speculations regarding the

biologic mechanisms that may explain the protective eVect are: (1) reduced

monoamino oxidase B (MAO B) levels in the substantia nigra of smokers (36); (2)
reduced MAO B mediated oxidation of protoxins to neurotoxins (37,38); (3)

smoking induced other enzymatic processes that are involved in the metabolism

of xenobiotics (39); or (4) persons who get may have a genetic make-up or a
(premorbid) personality that predelicts them to restrain from smoking (24,40–

42).

In general, one could argue for the existence of a true inverse association of
smoking with PD, because of consistent, biologically plausible, Wndings in epi-

demiologic studies that have been conWrmed in prospective community-based

studies.



Table 13.1. The associations* between potentially toxic environmental factors and Parkinson’s disease from selected case-control studies

Number of Rural Well water Pesticides Industrial

Investigator patients living Farming drinking use toxins

Ho et al. (179) 35 2.2 (1.0–5.0)† 1.7 (0.8–3.8) — 3.6 (1.0–12.9) —

Tanner et al. (180) 100 0.6 (0.2–1.0) 0.4 (0.2-0.8)‡ 0.7 (0.4–1.3) — 2.4 (1.3–4.3)

Koller et al. (181) 150 1.9 (1.2–3.0)§ 1.3 (0.9–2.1) 1.7 (1.0–2.7) 1.1 (0.7–1.7) —

Golbe et al. (48) 106 2.0 (1.1–3.7)§ 1.3 (0.7–2.6) 1.1 (0.6–2.3) 7.0 (2.0–25.0) —

Wong et al. (182) 38 4.3 (1.4–13.7)§ 2.7 (0.7–9.5) 2.8 (0.9–8.2) 1.0 —

Stern et al. (183) 149 1.7 (0.9–3.1) — 0.8 (0.5–1.6) 0.9 (0.6–1.5)� —

Semchuk et al. (184–186)¶ 130 0.8 (0.5–1.2) 1.9 (1.1–3.3) 1.1 (0.6–2.0) 2.3 (1.3–4.0) n.s.�

Marder et al. (58) 89 n.s.� n.s.� 1.8 (1.0–3.1)‡‡ — —

Seidler et al. (26)** 380 1.0 (0.7–1.4) 0.8 (0.6–1.1) 0.8 (0.6–1.2) 1.6 (1.1–2.4) 1.0 (0.7–1.4)††

*Odds ratios (OR) with 95% conWdence intervals (95% CI) in parentheses.
†In original paper, 95% CI was not presented. We reconstructed the 95% CI.
‡Wheat growing.
§In original paper, 95% CI was not presented. We reconstructed the 95% CI by using the McNemar test for matched pairs.

�Herbicide use, the OR for insecticide use was 0.5 (0.2–1.1).
¶Exposure in Wrst 45 years of life.
�NonsigniWcant, OR was not provided in article.

**In original paper, exposures were categorized. The overall ORs for exposure versus no exposure were kindly provided by the investigators.
††Exposure to anorganic compounds, assessed through job exposure matrix. Data were kindly provided by the investigators.
‡‡UnWltered drinking water.
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Antioxidants

Increased free radical production and an inadequate antioxidant defense system
may play a role in the etiology of (43–45). It has been speculated that high

intake of antioxidants, either through diet or supplements, may decrease the risk

of or slow down its progression. The few studies on dietary antioxidant intake
and the association with yielded equivocal results (46–52). Two recent large

case-control studies based on prevalent cases found no protective eVect of dietary

antioxidants on (46,52), but potential biases could not be excluded (52). A
recent case-control study, nested in a prospective study, suggested a signiWcant

inverse association between and consumption of foods containing vitamin E

(legumes)more than 25 years before (odds ratio of 0.28 per at least one serving per
day) (51). In persons who have already developed PD, vitamin E supplements are

probably ineVective (53). Theoretically, �-carotene (54) and vitamin C could have

an antioxidative eVect in the brain as well, but in studies on such e Vects have
not been found (46,50,52). Considering the currently existing evidence, vitamin E

may be a dietary antioxidant that protects against the development of Parkinson’s

disease before the disease becomes apparent, but this needs further investigation
in prospective studies.

Toxins

Renewed interest in neurotoxins that may cause was raised when it was

observed that through intravenous injection the chemical 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP) causes a parkinsonian syndrome strikingly

resemblingPD, both clinically and pathologically (55). Much researchwas focused

on the relation between and direct or indirect exposure to potentially toxic
compounds such as MPTP (and its metabolite MPP and analogues) containing

pesticides, especially herbicides (56). Pesticide use, rural living, farming, well

water drinking (all reXecting possible exposure to compounds of pesticides), and
industrial environments seem to increase the risk of (Table 13.1) (57). Marder

et al. showed that within the same community the risk estimates for various

factors may vary across ethnic groups (58). As all case-control studies were
retrospective and register-based, the results have to be interpreted with caution.

Information bias may have occurred, especially when the notion exists that

inhalation of toxic compounds could cause some brain damage. Moreover, almost
exclusively the associations have been established indirectly without direct

measurement of the true exposure.

To date, it is not clear whether environmental neurotoxins are potentiated by
genetic defects in detoxiWcation systems in the brain (59,60), but involvement of

polymorphisms of such susceptibility genes in the etiology of have been

suggested (61–64).



Table 13.2. The associations* between risk factors and Parkinson’s disease from follow-up and selected case-control studies

Head trauma Head trauma (with Family history Family history

Study Type of study (any) loss of consciousness) of PD of dementia

Stern (187) Case-control 2.9 (1.5–5.8) — — —

Williams et al. (72) Retrospective follow-up 0.9 (0.4–1.9) — — —

Factor and Weiner (188) Case-control 2.3 (1.0–4.9)† 3.1 (1.1–8.7)† — —

Semchuk et al. (186) Case-control 4.0 (1.9–8.3) — 5.1 (2.2–11.9) —

Breteler et al. (67) Case-control 0.8 (0.5–1.2) 1.3 (0.7–2.3) 2.9 (1.4–6.1) 1.0 (0.6–1.5)

De Michele et al. (25) Case-control 2.3 (1.0–5.6) — 14.6 (7.2–29.6) —

Seidler et al. (26) Case-control 1.3 (0.8–2.0)‡ — 12.6 (4.4–36.1) 8.2 (1.7–39.0)§

Marder et al. (75) Case-control — — 2.3 (1.3–4.0)¶ —

de Rijk et al. (73) Prospective follow-up 0.7 (0.3–1.7) 0.6 (0.1–2.5) 2.5 (0.9–7.3)� 1.4 (0.7–3.0)�

*Odds ratios (OR) with 95% conWdence intervals (95% CI) in parentheses.
†In original paper, 95% CI was not presented. We reconstructed the 95% CI.
‡In original paper, exposure was categorized. The overall OR for exposure versus no exposure was kindly provided by the investigators.
§In original paper, data were not presented. Data were kindly provided by the investigators.

�Unpublished data.
¶Risk of Parkinson’s disease among Wrst degree relatives of Parkinson’s disease patients.
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Head trauma

The notion that multiple or severe head injury can cause parkinsonism (65,66) led
to the hypothesis that and head traumamay be etiologically related. Neither in

most recent case-control studies (25,26,67–71) nor in follow-up studies from

Rochester, Minnesota (72), and Rotterdam, the Netherlands (73) the relation
between head trauma and the occurrence of could be con Wrmed (Table 13.2).

These observations in follow-up studies make an etiologic relation between

and head trauma unlikely.

Genetics

It has long been considered that hereditary factors may play an important role in

the etiology of Parkinson’s disease. Recent studies showed family aggregation,

with a relative risk of around 3 for subjects with Wrst-degree relatives with
Parkinson (67,74,75), but some showed a more elevated risk (Table 13.2) (25,26).

However, several twin studies initially reported very low concordance rates in

twins and no diVerences in concordance rates betweenmonozygotic and dizygotic
twins (76–78); reappraisal of these studies showed that they were methodologi-

cally limited and far from conclusive, and their results compatible with autosomal

dominant inheritance with reduced penetrance, heterogeneity, or a multifactorial
etiology (79). At present, a considerable number of studies have been published

describing families in which several members were aVected with (80–84). The

segregation ratios in most of these families suggest autosomal dominant inherit-
ance with reduced penetrance.

In 1996, in one of these families linkage was shown with chromosome 4

(4q21–23) (85), and in 1997 in this and three other families a mutation in the
alpha-synuclein gene was found (86). The mutation seems rare, though (87–89).

A genetic heterogeneity became clear as linkage with several other genetic loci

(e.g., 2p13 and 6q25.2–27) has been described recently (90,91). Several genes that
on biochemical or pathophysiological grounds might be involved in have

been evaluated in association studies. Most of these studies showed no allelic

associations with and candidate gene polymorphisms (92–97), but associ-
ations with gene polymorphisms of monoamino oxidase B and A (MAO B, MAO

A) (98,99), cytochrome P450 (CYP2D6) (62,63,100,101), N-acetyltransferase 2

(96), and the alpha-ketoglutarate dehydrogenase complex (102) have been re-
ported. However, the most likely hypotheses regarding the etiology of

Parkinson’s disease at the moment are that the disease results from a genetically

determined susceptibility for exogeneous toxins, from a genetically determined
defect that leads to overproduction of endogeneous neurotoxins or a decreased

clearing of toxic substances that normally appear in the brain, or an inherited

mitochondrial dysfunction (39,61,96,103). Yet, studies on the etiology of
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exploring this interaction between genetic and environmental factors have not
been performed.

Diagnosis

Neuropathologically, is de Wned by selective and excessive degeneration of

pigmented neurons of the pars compacta of the substantia nigra and other
brainstem ganglia, with cytoplasmic inclusions, called Lewy bodies, in the surviv-

ing neurons as the hallmark (104–106). These lesions lead to a deWciency of striatal

dopamine. For the diagnosis of PD, the postmortem neuropathologic examin-
ation of the brain is generally considered to be the gold standard. For the clinical

diagnosis of PD, the generally accepted prerequisite is assessment of the presence

of parkinsonism, based on a combination of four typical clinical features, referred
to as cardinal signs, i.e., resting tremor, bradykinesia, rigidity, and impaired

postural reXexes. Various combinations of these cardinal signs have been pro-

posed for ascertainment of the presence of parkinsonism (8,107–110), sometimes
with additional requirements related to duration of symptoms, asymmetry of

signs, or responsiveness to levodopa treatment. The diagnosis of requires that

other causes of parkinsonism be excluded, such as dementia, Lewy body disease,
multiple system atrophy, progressive supranuclear palsy, drug-induced

parkinsonism, and vascular parkinsonism.

Prognosis

Progression

In PD, extrapyramidal signs only become clinically overt after dopaminergic cell
loss of approximately 50% (41,106,111,112), and endogeneous dopamine is de-

pleted by 80% at that moment (41,106,113). For long, the prevailing idea has been

that the duration of the preclinical phase in is probably more than 20 years
(41,60,114,115). New evidence, however, in part based on positron emission

tomography scanning studies correlating in vivo the proportion of functional

dopaminergic neurons with the disease duration, advocates a much shorter
presymptomatic period of approximately 5 years (113,116). The rate of deteriora-

tion of nigral cells is probablymost prominent and curvilinear in the preclinical or

very early phase of Parkinson’s disease (106,113,114,116,117). A more rapid
decline may be associated with a later age of onset (118,119) (not observed by

others) (120,121) with more severe symptoms at onset, especially bradykinesia

and gait disturbances (119,121), and with cognitive dysfunction (121,122).



183 Parkinson’s disease

Comorbidity

A large percentage of patients will encounter a depression during the course of
their disease. Most estimates vary around 45% (123–127), which is much higher

than in the general population. Reduced serotonin in the brain of patients has

been implicated in the etiology of depression (128,129). Low serotonin levels in
patients could partly be attributed to concurrent neurodegeneration of

serotonin pathways as a result of alterations in the brain (125,126,130).

Dementia, also, appears in a high frequency (around 35%) in patients
during the course of their disease (10,131,132). In nondemented patients, mild

cognitive changes such as visuospatial deWcits, impaired executive functions, and

verbal Xuency may occur as well (133,134), and the latter might predict incident
dementia (134). In most studies it was shown that patients have a two- to

three-fold increased risk of dementia when compared with nonparkinsonian

persons (70,131,135,136). The etiology of dementia in remains unsettled.
dementia may be caused by neuropathologic lesions located in the middle part of

the substantia nigra (130,137), or cortex (138,139) but concurrent Alzheimer’s

disease pathology may, in some instances, attribute to the dementia in as well
(130,140–142). Neuropathologic studies on dementia in were small and some

were possibly subject to selection bias.

Other concurrent diseases in PD, like cancer, cerebrovascular diseases, and
ischemic heart diseases, have been less well established and results from studies are

conXicting (132,143–148). When comparisons were made between a relatively

unselected population and population controls, Ben-Shlomo and Marmot
observed among patients a higher adjusted risk of dying from ischemic heart

disease, cerebrovascular disease, and respiratory disease (hazard ratios were 2.3,

3.6, and 3.7, respectively) (146). Prospective follow-up studies in which the
occurrence of disease is closely measured, preferably in a community-based

setting, are needed to provide more evidence.

Mortality

It could be expected that the burden of concurrent diseases, like dementia and
depression, will reduce the life expectancy of patients. Indeed, without excep-

tion a standardized mortality ratio higher than 1 was observed (16,146,148–150),

ranging from 1.6 (16) to 3.4 (150). Since the beginning of the 1970s, a shift in
mortality rates has occurred towards the older ages suggesting an increase in

survival of patients (151–153). It still remains unclear whether this is due to

levodopa treatment or better general management of patients. On the other
hand, many studies, all based on death certiWcates, reported an increase in

age-adjusted mortality rate in the last decades (151,152,154,155). These

observations, however, could be readily explained by improved accuracy of death
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certiWcates or changes in certiWcation (153), changes in diagnostic criteria, im-
proved diagnosis, and increased awareness of as a prominent neuro-

degenerative disease in the higher ages.

Intervention

Despite several options for successful symptomatic therapy in PD, no therapy
exists that can stop or reverse the neurodegenerative process that leads to PD. The

initial decision in the treatment of is whether or not to start pharmacotherapy

in the early phase of the disease. In the early 1990s, the emphasis in treatment in
the early stages of the disease had shifted from symptomatic to neuroprotective

drugs as the preliminary results from the DATATOP study that investigated

whether in Parkinson’s disease patients treatment with selegiline (an MAO B
inhibitor) slowed down the progression of the disease, were promising (156).

Later reports, however, suggested that it probably was not the neuroprotective

eVect but the symptomatic eVect of selegiline that had caused the beneWcial eVect
of selegiline (157–159).Moreover, the use of selegiline was further discredited by a

report that levodopa treatment in combination with selegiline seemed to confer a

higher mortality than levodopa treatment alone (160,161). Currently, selegiline’s
role in the treament of is debatable (162).

At present, levodopa is the most eVective symptomatic option available. Unfor-

tunately, it bears the risk of troublesome long-term side-eVects, such as wearing-
oV, response Xuctuations (163,164), and dyskinesias (164), which may be promo-

ted by various factors (165,166). As low doses of levodopa and delaying the

introduction of levodopa may postpone the adverse reactions to levodopa, often
anticholinergic drugs, amantadine, or dopamine agonists are used for initial

symptomatic treatment (164). New adjuncts, such as Catechol-o-Methyl transfer-

ase (COMT) inhibitors that increase the absorption and decrease the metabolism
of levodopa, thereby stabilizing levodopa plasma levels, are promising (167–169).

Longer follow-up is needed to evaluate the long-term eYcacy of these drugs.

Another relatively novel treatment strategy to obtain stable levodopa concentra-
tions is continuous subcutaneous infusion of an antiparkinsonian drug (e.g.,

dopamine agonist) (170). However, the compliance of patients may be trouble-

some.
In the early 1990s, stereotactic one-sided lesions of the globus pallidus (to

reduce rigidity, dykinesia, and hypokinesia), or thalamus (to reduce tremor)

gained new interest when it became clear that in many parkinsonian patients in
later stages of the disease the eVectiveness of levodopa treatment diminishes and

dyskinesia occurs. In a recent study, the latter symptom was considerably reduced

in all patients who underwent posteroventral pallidotomy (171). Also, a consider-
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able reduction of levodopa response Xuctuation can be established by pallidotomy
resulting in less frequent oV-periods, and a 30–65% reduction of rigidity and

hypokinesia (172,173). Thalamotomy has the potential to abolish the resting

tremor (174). However, as the disease becomes bilateral, the contralateral side will
eventually have to be lesioned as well (either thalamotomy or pallidotomy) which

bears the risk of serious adverse eVects such as dysarthria, impaired balance, and

hemianopsy. Chronic thalamic and subthalamic stimulation by electrodes in the
brain may circumvent these undesirable complications, and experience with these

techniques is now accumulating (175,176).

Whether fetal dopaminergic tissue implantation (177,178) or gene therapy will
be options for therapy is to be awaited.

Implications for clinical practice

Parkinson’s disease is a frequent neurodegenerative disorder. Its frequency is

higher than commonly thought, in particular at high age. Physicians have to be

aware that the symptoms that accompany an early parkinsonian syndrome may
mimic normal aging.

The disease is heterogeneous. Apart from age, smoking, and possibly also

exposure to pesticides and other toxins, no distinct risk factors have been identi-
Wed. Also studies on genetic factors in showed ambiguous results. Apart from

some multiply aVected families where the disease is clearly inherited as an

autsomal dominant trait, it seems likely that in the majority of cases it is not only
genetic factors or only environmental factors, but the interplay between geneti-

cally determined susceptibility and speciWc environmental factors that can lead to

PD. Therefore, studies on the interaction between candidate genes and environ-
mental factors might be more promising.

Factors that are linked to progression of the disease, and that can be avoided or

modiWed, should be recognized and managed in a patient.
Eventually, insight into the etiology of could give clues to neuroprotective

treatment and may result in eVective measures to prevent this devastating disease

in the elderly.
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Incidence of Parkinson’s disease in a population-based study: the Rotterdam Study [ab-

stract]. Neurology 1996;46(suppl.2):A332.

20. Morens DM, Davis JW, Grandinetti A, Ross GW, Popper JS, White LR. Epidemiologic

observations on Parkinson’s disease: incidence and mortality in a prospective study of

middle-aged men. Neurology 1996;46:1044–50.

21. Harada H, Nishikawa S, Takahashi K. Epidemiology of Parkinson’s disease in a Japanese

city. Arch Neurol 1983;40:151–4.



187 Parkinson’s disease

22. Gudmundsson KR. A clinical survey of parkinsonism in Iceland. Acta Neurol Scand

1967;33:1–61.

23. Dorn HF. Tobacco consumption and mortality from cancer and other diseases. Public

Health Rep 1959;74:581–93.

24. Morens DM, Grandinetti A, Reed D, White LR, Ross GW. Cigarette smoking and protec-

tion from Parkinson’s disease: false association or etiologic clue? Neurology 1995;45:1041–

51.

25. De Michele G, Filla A, Volpe G, et al. Environmental and genetic risk factors in Parkinson’s

disease: a case-control study in southern Italy. Mov Disord 1996;11:17–23.

26. Seidler A, HellenbrandW, Robra BP, et al. Possible environmental, occupational, and other

etiologic factors for Parkinson’s disease: a case-control study in Germany. Neurology

1996;46:1275–84.

27. Morens DW, Grandinetti A, Davis JW, Ross GW, White LR, Reed D. Evidence against the

operation of selectivemortality in explaining the association between cigarette smoking and

reduced occurrence of idiopathic Parkinson’s disease. Am J Epidemiol 1996;144:400–4.

28. de Rijk MC, Breteler MMB, van der Meché FGA, Hofman A. Smoking and the risk of
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Multiple sclerosis

A. Alpérovitch

Introduction

A large part of neurological disabilities of the young adult population of developed
countries is due to multiple sclerosis. The number of persons aVected by MS is at

least 250 000 in the United States (1) and of the same order in the European

Union, this latter estimate being based on numerous studies conducted in individ-
ual European countries (2). With few exceptions, onset of MS occurs between 15

and 50 years, with a marked peak between 25 and 35 years (3). The disease is more

frequent in women than in men; the female/male ratio ranges from 1.5 to 2.0.
Macroscopically, the pathology of MS is characterized by lesions widely distrib-

uted in the white matter of the brain and spinal cord. Microscopic examination of

the lesions shows the typical breakdown of themyelin sheath. TheMS lesions have
a perivenous distribution. They contain macrophages and lymphocytes, and small

amounts of myelin basic protein.

All neurological functions are aVected by MS; subsequent disabilities include
assistance required for walking, bladder dysfunction, loss of visual acuity. Until

now, no treatment has a deWnitively established durable eVect on disease course.

This short chapter will not be an extensive review on MS. It will focus on the
most prominent features of the etiology, natural history, and treatment of the

disease.

Etiology

There is strong evidence that MS is an immune disease, but its cause and
pathogenesis are unknown. However, hundreds of epidemiological studies on MS

prevalence which have been conducted throughout the world (approximately 200

were recorded as early as 1980) (4) provide evidence that the disease involves the
interplay of genetic susceptibility factors and environmental exposures, possibly to

infectious agents.

Studies show geographical diVerences in MS frequency, the disease being more
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common in northern Europe, North America and Australia than in Asia (includ-
ing Japan), Africa and South America. Prevalence of MS is higher than 40 cases per

100 000 in most of the former countries (reaching 120 cases per 100 000 in some

northern European areas) and lower than 20 in the latter ones. The overall
geographical distribution of MS suggests a latitudinal north–south gradient from

the equator. However, diVerent prevalences have been reported in regions at

similar latitudes. So, MS prevalence is higher in Italy or Sardinia than in Spain,
and also higher in Orkney and Shetlands than in north-east Scotland (see (5) for

review).

The geographical pattern of MS prevalence can be explained by either genetic
background, or by environment, or by their synergy. Two types of study, migrant

studies and twin studies, are particularly appropriate for investigating this issue.

Studies have been conducted in migrants to South Africa (6), to Israel (7), to the
UK (8) and within the United States (9). They suggested that younger migrants

tend to adopt the MS frequency of the indigenous population. This trend has been

reported for migration to and from both high and low MS prevalence countries.
Studies suggested also that age at migration modulated the risk of MS, older

migrants keeping the risk of their native country. However, migrant studies were

based on small numbers and had important methodological weaknesses (10)
which made their results not very reliable.

Studies of concordance for MS in twins conducted in Canadian (11,12) and in

British (13) populations showed a signiWcantly higher clinical concordance rate in
monozygotic (25% of concordant pairs) compared with dizygotic twins (3%). In

contrast, a French study found similar concordance rates in monozygotic and

dizygotic pairs (5%) (14). Concordance rates were higher, both in monozygotic
and dizygotic pairs, when magnetic resonance imaging was used to assess disease

status (14,15). Thus, twin studies indicated that genetic background plays a

signiWcant role in MS etiology. However, they indicated also that having the
susceptible genetic background does not automatically lead to MS development.

About 75% of monozygotic cotwins remain unaVected, suggesting that environ-

mental exposures are required for disease development.
In summary, there is almost no doubt that an interplay between environmental

exposures and genetic background is involved in MS pathogenesis. But two

schools of thought disagree about the nature – environmental or genetic – of the
primary etiological determinant (16). This controversy will probably continue as

long as the search for deWnite environmental or genetic causative factor(s) remains

unsuccessful.
Concerning environment, epidemiologic and clinical studies provide support

for the possible role of infections, particularly of viral infections. Adams and

Imigawa (17) were the Wrst to report that measles antibody titres were higher in
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the sera of MS patients compared with controls (17). Since then, numerous
case-control studies have established that MS patients tend to have elevated

antibody titres for a wide variety of viruses (18). Interestingly, high antibody titres

against measles virus and canine distemper virus, two viruses belonging to the
same subgroup of the paramyxoviruses, have been frequently reported compared

to other types of virus. On the other hand, age of infections in childhood is

somewhat older in MS patients than in controls. These Wndings, among others,
support the appealing but unproved hypothesis that MS may be an age-dependent

host-immune response to childhood infections (19). This hypothesis is compat-

ible with the geographic pattern of MS frequency (MS is rare where childhood
infections occur at an early age) and with the Wndings of migrant studies. Basic

research on maturation of the immune system and on experimental allergic

encephalomyelitis, which is an animal model for studying demyelinating diseases
of the CNS, provides biological arguments for an age-dependent immune mech-

anism.

In addition to studies on common classical viruses, the possible role of a
retrovirus in MS has been investigated by several groups; recent observations have

given renewal to this hypothesis (20). The role of an infectious agent might also

explain the occurrence of foci, clusters, or epidemics of MS which have been
reported from time to time, in the past and very recently (21,22). Even if some of

these clusters were real (5), none has so far substantially contributed to a better

understanding of the etiology of MS.
Concerning genetic susceptibility, attempts to identify the relevant genetic loci

have been disappointing so far. Numerous case-control studies have shown HLA

class II associations with MS. This association was found both in early studies
using HLA serological speciWcities and later ones using DNA-based typing

methods (23). In most populations, in particular in northern European popula-

tions and in those of northern European ancestry (24), the relative risk of MS is
higher (� 4) in individuals with a common caucasian DR2 haplotype. The

increased risk of HLA-DR2 individuals might contribute to explain the north–

south gradient of MS in Europe. Other HLA class II associations with MS are
controversial and studies detecting no association suVer from methodological

weaknesses (25). DNA sequencing showed no abnormality of HLA class II alleles

ofMS patients compared with controls (26). At the present time, there are still two
indistinguishable explanations for the association between HLA class II and MS:

either the HLA-class region contains a disease susceptibility gene, or this putative

gene is a non-HLA gene linked to the DR2 haplotype. Studies on the association
between T-cell receptor genes, immunoglobulin genes or myelin basic protein

genes and MS led to negative or conXicting results (25).

In addition to association studies, linkage studies in multiplex families have
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been conducted to identify genetic loci involved in susceptibility to MS. About 10
to 15% of MS patients report a family history of MS and studies show that

Wrst-degree relatives of MS patients have a 3–5 times increased risk of developing

the disease (27). Linkage genome screening has been completed in three samples
of multiplex families. The three genome screens have conWrmed the importance of

the HLA region but have not provided convincing evidence that any other region

is involved in susceptibility to MS (28).

Diagnosis

Up to now, there is no diagnostic test for MS and the diagnosis remains mainly

based on clinical data. In neurological practice, the MS diagnostic investigation

aims to establish that the patient has at least two separate central nervous system
lesions and that he or she has presented two separate episodes of worsening

(dissemination in space and time). The diVerent sets of criteria that have been

proposed for research purposes are built from the same diagnostic approach of
MS as that used in clinical practice. But diagnostic guidelines distinguish diVerent

levels of evidence for dissemination in space and time, allowing to deWne diagnos-

tic categories with diVerent levels of certainty (deWnite MS, probableMS, risk of or
possible MS). The diagnostic criteria that have been proposed by Schumacher et

al. (29) and Poser et al. (30) have been used extensively in epidemiological studies

and clinical trials. More stringent diagnostic criteria have been proposed for
genetic studies on MS, in particular for research involving multiply aVected

families (31).

The presence of signs or symptoms reXecting two separate CNS lesions is
mainly elicited from neurological examination, anamnestic investigation and, in

many instances, follow-up. Supportive data can also be obtained by MRI, evoked

potentials, or cerebrospinal Xuid examination. Magnetic resonance imaging and
evoked potentials can be used to document a second lesion when only one

abnormality has been found by clinical examination. Cerebrospinal Xuid examin-

ation shows increased IgG synthesis and oligoclonal banding. Cerebrospinal Xuid
abnormalities are required to meet the Poser’s criteria for laboratory-supported

deWnite MS (2), while they have very little weight in the most recent diagnostic

guidelines (31).
Criteria for deWning diVerent levels of evidence for MS from MRI are also

available (32). Follow-up studies of patients in whomMSwas suspected show that

about 50% of those with MRI strongly suggestive of MS developed clinically
deWnite MS within 2 years, as compared with 40% when MS is supported from

other paraclinical tests (33).

The diagnosis of MS is considered as diYcult to make. As compared with
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autopsy, about 90% of MS diagnoses made by neurologists are accurate (34), the
diagnostic accuracy rate reaching 95% for clinically deWnite MS (35). It is likely

that these rates are higher than accuracy of MS diagnosis in prevalence studies in

which diagnosis cannot rely on follow-up data.

Natural history and prognosis

There are two main types of MS course, relapsing–remitting MS and progressive

MS (the latter course being either primary progressive from onset or secondary

progressive) which have been described in many studies (see (36) and (37) for
review).More than 75% ofMS are relapsing–remitting at onset, this type of course

being signiWcantly more frequent in women than in men. The ExpandedDisability

Status Scale (EDSS) which was devised by Kurtzke (38) to evaluate neurological
impairment in MS is widely used to describe disease progression in MS patients.

The EDSS ranges from 0 (no impairment) to 9 (death due to MS). From EDSS

step 5, disability is severe enough to impair full daily activities and assistance to
walk is required from step 6. Cross-sectional studies of prevalentMS cases indicate

that 50 to 60% of MS patients are fairly disabled (EDSS �5) (38).

All studies on the natural history of MS show that the type of course at onset is
themost important prognostic factor. In a recent cohort study, themedian time to

reach EDSS 6 was approximately 6 years for patients with primary progressive MS

and 20 years for those with relapsing–remittingMS. At 25 years from onset, a high
proportion of MS patients (�60%) have progressive MS (37). But it is likely that

patients with active MS are overrepresented and that patients with stable state are

underrepresented in most of the available studies which have been conducted in
hospital or clinics.

Apart from the type of MS course, other clinical or biological factors are of little

prognostic value. Most studies conclude that male gender, older age at disease
onset, and incomplete remission after the Wrst bout are associated with a poorer

prognosis. The prognostic signiWcance of the type of symptoms at onset is

controversial, but many studies have found that patients with optic neuritis have a
better prognosis. Overall, these factors explain only a small part of the variability

of MS course, which remains unpredictable at the individual level.

The eVect of pregnancy on MS course has been discussed. It is now well
established that the relapse rate decreases during pregnancy and increases in the

Wrst three months after delivery. But, overall, pregnancy does not appear to

inXuence subsequent disease progression (39).
All studies on life expectancy of patients with MS have major methodological

weaknesses. Early studies suggested that survival after MS onset (mean age at

onset: 30 years) was in the order of 30 to 40 years (40,41). In a more recent
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Canadian study comparing a sample of patients attending MS clinics with an
insured population, the overall life expectancy of MS patients was reduced by 6 to

7 years (42).

Intervention

Interventions in MS aim to reduce duration and severity of exacerbations, to alter

the natural history of the disease, mainly by reducing the relapse rate, or to treat
the consequences of neurological disorders including spasticity, chronic pain, or

bowel and bladder dysfunction. These symptomatic treatments are of major

importance for improving quality of life of MS patients, but very few have been
rigorously evaluated. ACTH and corticosteroids are frequently used for treating

MS attacks. It has been shown that these drugs reduce duration of exacerbations

(43) but it has not deWnitively been shown, however, that they have a signiWcant
eVect on the degree of recovery (see (44) for review).

Clinical trials aiming to alter MS progression involve a number of speciWc

methodological diYculties, in addition to those encountered in other therapies
(45). SpeciWc diYculties relate to unpredictable disease course and to the absence

of any intermediatemarker of the disease process strongly correlated to the clinical

course. The therapeutic eVect is generally assessed by comparing changes in EDSS
and/or number of attacks in the placebo group and the treated group. In other

clinical trials, the time required for a one step increase on the EDSS, or the time

free of attack are used as the main endpoints. Recent therapeutic trials include
MRI at entry and exit. Rate of formation of new lesions, or overall measurement of

the area of abnormalities, are used as additional criteria for assessing the eVects of

treatment (46). All these measurements are subject to errors or biases which may
aVect the power and the reliability of the trial (47).

Most of the therapies which have been investigated for altering the natural

progression of MS were directed toward an immunological process (48). Overall,
there is currently no treatment for which it is established that beneWts are durable

and long-term outweigh side-eVects. This applies to classical treatment such as

azathioprine (49) and to more recent therapeutic approaches with interferon beta
(50,51).

Implications for clinical practice

AlthoughMS is one of the main causes of neurological disabilities of young adults
living in developed countries, the absolute frequency of the disease is low. Hence,

general practitioners follow very few MS patients; even a neurologist, apart from

those working in MS clinics, would have in charge a small number of MS patients.
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In an emotional context, practitioners are confronted by patients’ questions and
fears about prognosis, treatment, pregnancy, and risk for oVspring.

Although the possible severity of the disease cannot be hidden from patients,

epidemiological studies allow some cheering information to be given. MS has no
major eVect on life expectancy. A large proportion of MS patients have a moder-

ately severe disease course, the majority of those with relapsing–remitting MS

being able to maintain full daily life activities for many years. Pregnancy does not
inXuence disease course. The absolute risk of MS in oVspring is very low, except in

rare multiplex families.

It is distressing for patients to know that no treatment has a deWnitively
established durable eVect on MS course. This has two major implications for

clinical practice. First, practitioners should warn patients against false claims of

cure based on inadequate studies and discourage patients from participating in
nonrandomized, nonblinded, nonplacebo controlled studies (17). They should

however encourage patients to enter in well designed trials which are the only way

to establish whether a therapy is eVective in MS.
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Myasthenia gravis

Therese A. Treves

Myasthenia gravis (MG) is characterized by Xuctuating weakness of striated

muscles and is due to a neuromuscular transmission defect secondary to an

autoimmune response toward the acetylcholine receptors (AchR) at the neuro-
muscular junction (NMJ). It is a heterogeneous disorder that can be classiWed

upon the age at onset: as pediatric or adult forms (10% and 90%, respectively) (1),

or upon the distribution of the muscles involved, as suggested by Osserman (2).
The milder form is localized ocular myasthenia (I), that may progress within 1–2

years to generalized myasthenia that can be mild (IIA), moderately severe (IIB),

acute fulminating with bulbar involvement (III) or late severe MG (IV) (2,3).
Involvement of bulbar function may lead to acute respiratory failure which is the

hallmark of myasthenic crisis and is still life-threatening (4). MG is a rare disease,

even though its incidence and prevalence rates are growing: for example, its
prevalence was 7.8–14.2 per 100 000 population in the 1970s and 1980s (5,6) while

it was 2.5–6.4 per 100 000 in the 1960s (7). These increases are probably due to

improvement in the diagnosis and longer survival of patients requiring respiratory
care (4,8–10). Its case-fatality rate is 2–4% (11,12). MG is associated with other

autoimmune diseases in 9–14% of the cases (13); as in such disease, it has a

bimodal age at onset, especially in women, at the 3rd–4th and at the 8th decade
(14,15).

Etiology

It is the pathogenesis rather than the etiology of MG that has been established. The

evidence that MG results from an autoimmune disorder is based on: the presence
of antibodies (Ab) directed to the nicotinic acetylcholine receptor (AchR-Ab) in

the sera and at the NMJ of myasthenic patients, the induction of experimental

MG in animals injected with AchR, and the passive immune transfer of the disease.
But how this immune response is induced is not known. The AchR-Ab are

assumed to cause pharmacologic blockade of the cholinergic sites and play a role

in the destruction of the AchR: the antibodies bound to the receptors activate
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complement reactions which damage the postsynaptic membrane and change the
ion channel properties of the receptors (16–19). MG is associated with a reduction

of the postsynaptic nicotinic receptors and Xattened postsynaptic folds (19–22).

The immune dysfunction involves the thymus in which immunologic self-
tolerance is generated through maturation of T cells that mediate immune protec-

tion without promoting autoimmune response. The thymus also contains B cells

that secrete AchR-Ab, while their production is regulated by CD4+ helper T cells
that recognize AchR (23–25).

The AchR-Ab, which are mostly IgG, are detected in up to 85–90% of MG

patients (26–28). ‘‘Seronegative’’ MG may have antibodies (e.g., IgM) to other
neuromuscular determinants that interfere with AchR function (29).

Hyperplasia of the thymus, with germinal centers, is found in 70% of myas-

thenic patients, 10% of patients with thymoma and 20% with thymic atrophy
(25); however, higher frequencies of thymoma have been reported (9,30). Thymic

hyperplasia is more frequent in young onsetMG (before the age of 40 years), while

thymoma is more commonly found in older patients (age of onset �30 years)
(29).

Persons at risk

Transient neonatal myasthenia occurs in 8–14% of births to myasthenic mothers

(31). It is due to transplacental transfer of maternal antibodies; the absence of fetal

symptoms of MG, and the delayed onset of neonatal MG may be due to high fetal
levels of alpha-fetoprotein, which inhibits the binding of AchR-Ab, and its decline

after birth (32–34). This form of acquired myasthenia diVers from congenital MG

which accounts for 1% or MG and in which AchR-Ab are absent (35).
Secondary cases of MG have been found in 3–7% of families of myasthenic

patients (36,37). It seems that familial MG occurs at an earlier age and tends to

have a benign course (36). Abnormal AchR-Ab levels and impaired neuromuscu-
lar transmission may be found in asymptomatic relatives of MG patients, which

suggests genetic susceptibility to MG (38).

In Caucasians, HLA haplotypes B8 and DR3 have been found to be associated
with early onset, generalized myasthenia, seropositive, female MG with thymic

hyperplasia while HLA-A3, B7 and DR2 are more frequent in older, seronegative

MG (37,39–41) and HLA-DR1 with ocular MG (41). Patients with thymoma had
no particular relationship with HLA antigens (40,41). In American Blacks HLA-

A1, B8 and DR5 are associated with MG (40). HLA-DR3 allele is also associated

with the presence of additional autoimmune disorders (41), which are relatively
frequently associated with MG (13,41,42).

Myasthenia was also found to be relatively frequently associated with malig-

nancy (43,44).
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MG can be induced by D-penicillamine which subsides when the drug is
discontinued (45). It may also occur after bone marrow transplantation (46) and

magnesium administration (47).

Triggers

Viral infections, inXammatory episodes, delivery and miscarriage, or emotional

burden may precipitate the occurrence of MG (48,49).

Diagnosis

The diagnosis of MG is based on the clinical Wndings of weakness and fatigue in

muscle group(s), aggravated by exercise and relieved by rest. It is conWrmed by

pharmacologic and laboratory test Wndings: AchR-Ab, repetitive nerve stimula-
tion, single Wber electromyogram (SFEMG).

Edrophonium (Tensilon) is a very short-acting anticholinesterase drug used as

a diagnostic probe. Tensilon test is positive in 86–95% of ocular myasthenia while
the eVect is clearer in ptosis than in diplopia (50,51), and in 95% of generalized

MG (50).

AchR-Ab are found in 83–87% of generalized MG and 50% of ocular myas-
thenia (9,26,52).

Electromyogram with repetitive stimulation shows decrement, exceeding 10%,

in 32–46% of ocular myasthenia and 55–76% of mild generalized MG patients,
depending whether the stimulated muscle is distal or proximal, and in all severe

cases (5,53). SFEMG measures jitter, which is the variability in time intervals

between consecutive discharges of two action potentials belonging to the same
motor unit (54). The yield of SFEMG is high in cases without decrement on

repetitive stimulation, abnormal SFEMG were observed in 80% of ocular forms

and 94% of mild generalized MG (55). This test is also more sensitive than
AchR-Ab assay which was abnormal in 70% of MG patients with ocular form and

in 80% of patients with severe generalized MG, while, in these patients SFEMG

was abnormal in 80% and 100%, respectively (55).
The ice test remains of occasional use only, for diVerentiating ocular MG from

nonmyasthenic blepharoptosis, which does not improve by cooling (56,57).

Computed tomography of the mediastinum detects 85% of thymomas with a
speciWcity of 99% (58).

Prognosis

The prognosis of MG depends upon the age of the patient at onset of the disease,

the clinical stage, and the presence or absence of thymoma.
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Transient neonatal myasthenia lasts between 5 days and 2 months (59). Infants
with transient neonatal myasthenia do not developMG in later life (59). Intermit-

tent anticholinesterase medication may be required to overcome feeding or

respiratory diYculties, although exchange transfusion may be required for the
latter (60). AchR-Ab may be elevated in asymptomatic, as well as in symptomatic

newborns (61).

Restricted ocular MG occurs in 71% of juvenile onset cases (62). In adult
patients, ocular symptoms are the most frequent at presentation but more than

80% of them progress to generalized weakness (63). The maximum severity of

symptoms was reported to occur within the Wrst year in 83% of the patients (3). In
a more recent work, the maximum severity was usually seen during the Wrst 3

years, while the disease has a remitting–relapsing course in half of the patients

(11).
Respiratory insuYciency is more likely to occur in patients with thymomas

(53% vs. 14% in patients without thymoma) (64). The mortality in crisis was 3%

during the 1970s (4).
Myasthenic crisis or exacerbation of MG can be precipitated by drugs such as

anticonvulsants (e.g., dilantin, barbiturates), antibiotics (e.g., aminoglycosides),

amantadine, amitriptyline, haloperidol and morphine (1,65,66).
There is no correlation between the severity of symptoms and the level of

AchR-Ab (67). Seronegativity is more frequent among MG patients with ocular

MG than among those with generalized involvement; however, absence of AchR-
Ab does not preclude favorable response to thymectomy or plasmapheresis (52).

Five years after MG was diagnosed, the probability of achieving complete

remission (not requiring treatment) reaches 13% while 33% achieve pharmaco-
logical remission, i.e., symptom-free while under treatment (12). Remission does

not imply recovery since patients are liable to exacerbations (e.g., after anesthesia)

and relapsing–remitting course occurs in 48% (11) while EMG or AchR-Ab levels
may remain abnormal in clinically asymptomatic patients (26,68). After about 10

years, the survival curve tends to stabilize at 77% (69).

As a whole, the evolution of MG comprises three stages. During the Wrst phase,
which lasts a few years, the patients present remissions and exacerbations and the

response to thymectomy is satisfactory. However, this is also the stage of relatively

higher mortality. At a later stage, which lasts about 10 years, the disease is more
stable but the response to thymectomy is less favorable. The third stage is the

‘‘burnt out’’ one, during which patients are unresponsive to thymectomy or

acetylcholinesterase inhibitors. At this stage only immunomodulators may help
(70).
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Intervention

The objective of the treatment of MG is to improve NMJ function and to alter the

course of the disease by achieving prolonged remissions. Remission is deWned as

no need for treatment for at least 6 months (71) or one year (12); remission rate
can be used as an eYcacy measure.

The therapy of MG has two basic strategies: symptomatic relief and im-

munomodulation. The aim of immunomodulation is to increase the self-tolerance
to the AchR that has been lost and to decrease the anti-AchR Ab. The mechanisms

of action of the diVerent treatment modalities have been compiled in Verma and

Oger’s review (72).
Acetylcholinesterase inhibitors allow increase of acetylcholine concentrations at

the NMJ by slowing its hydrolysis. Anticholinesterase drug therapy is the Wrst

treatment used inMG. Pyridostigmine is most commonly used because it is longer
acting. Overtreatment may induce cholinergic weakness or even crisis.

Thymectomy is indicated when thymoma is suspected, in young adults rather

than in juvenile forms, or in severe MG refractory to medical treatment (63,73).
After thymectomy, there is improvement in the clinical stage of most of the

patients, increase in pharmacological and complete remission rates, decrease in

the use of acetylcholinesterase inhibitors and no further need for plasmapheresis,
while it is more with steroids and azathioprine that patients are treated. Globally,

treatment requirement was decreased in 65% and increased in 13% of the patients

who underwent thymectomy (63). The peak eVect of thymectomy is observed
after 3 years (72). Thymectomy improves survival of MG patients (30,74,75),

particularly in those without thymoma (30). Patients with thymoma may show

initial exacerbation following thymectomy (76). Post-thymectomy mortality is
aVected by the presence of thymoma, severity of the symptoms, older age of the

patients and a transthoracic approach (30). Earlier remissions and better progno-

sis are related to shorter duration of MG before thymectomy, younger age at onset
of disease, lower severity, and early thymectomy (12,30). Patients may clinically

deteriorate for the Wrst 24–96 hours after surgery (73).

Although rare, late recurrences of thymoma were reported (77), probably
reXecting incomplete removal of the tumor. Therefore, wide excision might be

preferred to limited approaches (77). However, it has been shown that video-

assisted thoracoscopic thymectomy (VAT) is associated with less morbidity than
other techniques, although conversion to sternotomy may be required during

VAT (78).

Remissions are more frequent when thymectomy is associated with peri-
operative prednisone therapy (79).
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Corticosteroids

Marked improvement or remission was observed in 63–94% of the adult MG
patients who received prednisone for 2–4 years, with better response among older

patients (80–83). An initial worsening that lasts for a few days may be observed

(81), especially with high daily doses (81). Acute exacerbations are less frequent if
corticosteroids are initiated with progressively increasing daily doses up to the

optimal dose and then switched to an alternate-day regimen (72,84). Clinical

stabilization is observed after 2 months (81). As rapid decrease of steroids dose
may induce exacerbations, tapering down of 5mg per month is recommended

(85,86).

Azathioprine

After prednisone, azathioprine is the most frequently used immunosuppressant in
MG because of its relatively few side-eVects (87). When steroids are required,

azathioprine reduces their need down to 0–10mg per day (86,88). It is given as a

long-term regimen and at a dose of 2mg/kg per day. The eVect is obtained after 6
months, and is maximal after 1 year.

Improvement was observed in most myasthenic patients who took azathio-

prine; relapse occurred within a fewmonths if the drug was discontinued (88–90).
In a randomized clinical trial in which the eVect of azathioprine was compared to

that of prednisone, after 3 years of treatment, patients under prednisone tended to

be less responsive (91). In an open study, no signiWcant diVerence in the thera-
peutic response was observed when azathioprine was compared to steroids alone

or in combination with azathioprine. However, it was suggested that although

azathioprine may not be more eVective than prednisone, it is an agent for sparing
corticosteroid therapy, which has a relatively high frequency of side-eVects (81–

83,92).

Azathioprine has more favorable eVects in patients with older age at onset (�36
years), shorter duration of myasthenia (�10 years), associated thymoma and high

levels of AchR-Ab (87). The drug should be avoided during reproductive age (93).

Plasmapheresis

Plasmapheresis, or plasma exchange (PE), removes circulating macromolecules,

including IgG (72). PE induces a decrease of the AchR-Ab by 25–60% (94), with
rapid clinical remissions. Because its cessation may induce AchR-Ab rebound,

patients should also receive immunosuppressive drugs concomitantly (94). Aza-

thioprine increases the interval between PE treatments (96,97). The therapy
regimen suggested is by courses of 3–4 PE/week or Wve daily exchanges (95).

Clinical improvement starts 1–3 days after the Wrst exchange, the peak eVect is

observed 3 days after the last exchange, and the eVect lasts for up to 5 weeks
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(95,98). BeneWcial eVect is obtained in 63–75% (95,96), while poor or absent
response are observed in 10% (95).

Plasma exchange is indicated in severe generalized MG refractory to other

treatments, acute relapses, exacerbations before or during corticosteroid therapy
or before thymectomy (93,96,98,99). PE has better eVects in patients with shorter

disease duration (96) and may also beneWt patients without detectable AchR-Ab

(100).
Extracorporeal plasma immunoadsorption of the AchR-Ab has the same in-

dications as PE. It is preferred because protein replacement is not required

(101–103). AchR-Ab are decreased by 70–75% (103,104), but the original levels
are reached within 1–3 weeks (104).

Intravenous immunoglobulin

It is possible that intravenous immunoglobulin (IVIg) contains globulin that may

increase the eVect of T-suppressor cells and/or inhibit the AchR-Ab, by binding to

them (105,106). They do not induce change in serum levels of AchR-Ab (107).
Their use allows decrease of corticosteroids dose from 70mg/day to 30mg/day
(107). Conventional treatment is of 400mg/day for 5 consecutive days (107). They

may induce transitory worsening for about 3 days in 30% of cases. The response
begins after 4 days and themaximum eVect is observed after 9 days, and the beneWt

is retained for about 2 months. Favorable eVect is kept with repeated use (107).

Intravenous immunoglobulin and plasma exchange are equally expensive.

Implications

The introduction of new therapeutic modalities did not eclipse the older ones, but

decreased the number of patients refractory to any treatment. However, the use of

IVIg and PEmay be limited by their high cost. In the absence of controlled studies,
the therapeutic approach is based on the experience gained fromwell documented

series that indicate that in older patients, immunosuppressant therapy is particu-

larly indicated and that PE has its place as treatment of acute exacerbations.
Development of drugs that inhibit further T-cell responses could improve further

the management of myasthenic patients (108).

REFERENCES

1. OssermanKE, Genkis G. Studies in myasthenia gravis: review of a twenty-year experience in

over 1200 patients. Mount Sinai J Med 1971;38:497–537.

2. Osserman KE. Myasthenia Gravis. New York: Grune & Stratton, 1958.



212 T. A. Treves

3. Grob D, Brunner NG, Namba T. The natural course of myasthenia gravis and eVect of

therapeutic measures. Ann NY Acad Sci 1981;377:652–69.

4. CohenMS, Younger D. Aspects of the natural history of myasthenia gravis: crisis and death.

Ann NY Acad Sci 1981;377:670–7.

5. Christensen PB, Jensen TS, Tsiropulos I, et al. Incidence and prevalence of myasthenia

gravis in western Denmark: 1975 to 1989. Neurology 1993;43:1779–83.

6. Phillips LH, Torner JC, Anderson MS, Cox GM. The epidemiology of myasthenia gravis in

central and western Virginia. Neurology 1992;42:1888–93.

7. Kurtzke J. Epidemiology of myasthenia gravis. Adv Neurol 1978;19:545–66.

8. Grob D, Arsura EL, Brunner NG, Namba T. The course of myasthenia gravis and therapies

aVecting outcome. Ann NY Acad Sci 1987;505:472–99.

9. Oosterhuis HJ. The natural course of myasthenia gravis: a long term follow up study. J

Neurol Neurosurg Psychiatry 1989;52:1121–7.

10. Phillips LH, Torner JC. Epidemiologic evidence for a changing natural history of myas-

thenia gravis. Neurology 1996;47:1233–8.

11. Mantegazza R, Beghi E, Pareyson D, et al. A multicenter follow-up study of 1152 patients

with myasthenia gravis in Italy. J Neurol 1990;237:339–44.

12. Beghi E, Antozzi C, Batocchi AP, et al. Prognosis of myasthenia gravis: a multicenter

follow-up study of 844 patients. J Neurol Sci 1991;106:213–20.

13. Christensen PB, Jensen TS, Tsiropoulos I, et al. Associated autoimmune diseases in myas-

thenia gravis. Acta Neurol Scand 1995;91:192–5.

14. Somnier FE, Keiding N, Paulson OB. Epidemiology of myasthenia gravis in Denmark. A

longitudinal and comprehensive population survey. Arch Neurol 1991;48:733–9.

15. Ferrari G, Lovaste MG. Epidemiology of myasthenia gravis in the province of Trento

(Northern Italy). Neuroepidemiology 1992;11:135–42.

16. Stanley EF, Drachman DB. EVect of myasthenic immunoglobulin on acetylcholine recep-

tors of intact mammalian neuromuscular junctions. Science 1978;200:1285–7.

17. Engel AG. Myasthenia gravis and myasthenic syndromes. Ann Neurol 1984;16:519–34.

18. Richman DP, Agius MA. Acquired myasthenia gravis. Immunopathology. Neurol Clin

North Am 1994;12:273–84.

19. Penn AS, Rowland LP. Disorders of the neuromuscular junction. In Rowland LP (Ed.).

Merritt’s Textbook of Neurology. 9th Edition. Baltimore: Williams & Wilkins, 1995:754–

65.

20. Engel AG. Morphologic and immunopathologic Wndings in myasthenia gravis and in

congenital myasthenic syndromes. J Neurol Neurosurg Psychiatry 1980;43:577–89.

21. Pestronk A, Drachman DB, Self SG. Measurement of junctional acetylcholine receptors in

myasthenia gravis: clinical correlates. Muscle Nerve 1985;8:245–51.

22. Juhn MS. Myasthenia gravis. Diagnostic methods and control measures for a chronic

disease. Postgrad Med 1993;94:161–74.

23. Shah A, Lisak R. Immunopharmacologic therapy in myasthenia gravis. Clin Neuropharm-

acol 1993;16:97–103.

24. Sprent J. T lymphocytes and the thymus. In Paul WE (Ed.). Fundamental Immunology. 3rd

Edition. New York: Raven Press, 1993:75–109.



213 Myasthenia gravis

25. Hohlfeld R, Wekerle H. The thymus in myasthenia gravis. Neurol Clin North Am

1994;12:331–42.

26. Lindstrom JM, Seybold ME, Lennon VA, Whittingham S, Duane DD. Antibody to acetyl-

choline receptor in myasthenia gravis: prevalence, clinical correlates, and diagnostic value.

Neurology 1976;16:1054–9.

27. Brenner T, Abramsky O, Lisak RP, Zweiman B, Tarrab-Hazdai R, Fuchs S. Radio-

immunoassay of antibodies to acetylcholine receptor in serum of myasthenia gravis

patients. Isr J Med Sci 1978;14:986–9.

28. Drachman DB, De Silva S, Ramsay D, Pestronk A. Humoral pathogenesis of myasthenia

gravis. Ann NY Acad Sci 1987;505:90–105.

29. Vincent A. Aetiological factors in development of myasthenia gravis. Adv Neuroimmunol

1994;4:355–71.

30. Papatestas AE, Genkins G, Kornfeld P, et al. EVects of thymectomy in myasthenia gravis.

Ann Surg 1987;206:79–88.

31. Hokkanen E. Myasthenia gravis. A clinical analysis of the total material from Finland with

speciWc reference to endocrinological and neurological disorders. Ann Clin Res 1969;1:94–

108.

32. Abramsky O, Brenner T, Lisak RP, Zeidman A, Beyth Y. SigniWcance in neonatal myas-

thenia gravis of inhibitory eVect of amniotic Xuid on binding of antibodies to acetylcholine

receptor. Lancet 1979;ii:1333–5.

33. Brenner T, Beyth Y, Abramsky O. Inhibitory eVect of alpha-fetoprotein on the binding of

myasthenia gravis antibody to acetylcholine receptor. Proc Natl Acad Sci 1980;77:3635–9.

34. Donaldson JO, Penn AS, Lisak RP, Abramsky O, Brenner T, Schotland DL. Antiacetylcho-

line receptor antibody in neonatal myasthenia gravis. Am J Dis Child 1981;135:222–6.

35. Vincent A, Newsom-Davis J. Absence of anti-acetylcholine receptor antibodies in congeni-

tal myasthenia gravis. Lancet 1979;i:441–2.

36. Namba T, Brunner NG, Brown SB, Muguruma M, Grob D. Familial myasthenia gravis.

Arch Neurol 1971;25:61–72.

37. Pirskanen R. Genetic aspects of myasthenia gravis. A family study of 264 Finnish patients.

Acta Neurol Scand 1977;56:365–88.

38. Pirskanen R, Bergstrom K, Hammarstrom L. Neuromuscular safety margin: genetical,

immunological, and electrophysiological determinants in relatives of myasthenic patients: a

preliminary report. Ann NY Acad Sci 1981;377:606–13.

39. PirskanenR. Genetic associations betweenmyasthenia gravis and the HL-A system. J Neurol

Neurosurg Psychiatry 1976;39:23–33.

40. Compston DA, Vincent A, Newsom-Davis J, Batchelor JR. Clinical, HLA antigen and

immunological evidence for disease heterogeneity in myasthenia gravis. Brain

1980;103:579–601.

41. Tola MR, Caniatti LM, Casseta I, et al. Immunogenetic heterogeneity and associated

autoimmune disorders in myasthenia gravis: a population-based survey in the province of

Ferarra, northern Italy. Acta Neurol Scand 1994;90:318–23.

42. Oosterhuis HJ, De Haas WHD. Rheumatic diseases in patients with myasthenia gravis. Acta

Neurol Scand 1968;44:219–27.



214 T. A. Treves

43. Levo Y, Kott E, Atsmon A. Association between myasthenia gravis and malignant lym-

phoma. Eur Neurol 1975;13:245–50.

44. Monden Y, Uyama T, Kimura S, Taniki T. Extrathymic malignancy in patients with

myasthenia gravis. Eur J Cancer 1991;27:745–7.

45. Godley PJ, Morton TA, Karboski JA, Tami JA. Procainamide-induced myasthenic crisis.

Ther Drug Monit 1990;12:411–14.

46. Grau JM, Casademont J, Monforte R, et al. Myasthenia gravis after allogeneic bone marrow

transplantation: report of a new case and pathogenetic considerations. Bone Marrow

Transplant 1990;5:435–7.

47. Bashuk RG, Krendel DA. Myasthenia gravis presenting as weakness after magnesium

administration. Muscle Nerve 1990;13:708–12.

48. Korn IL, AbramskyO. Myasthenia gravis following viral infection. Eur Neurol 1981;20:435–

9.

49. Giagheddu M, Puggioni G, Sanna G, et al. Epidemiological study of myasthenia gravis in

Sardinia, Italy (1958–1986). Acta Neurol Scand 1989;79:326–33.

50. Phillips LH, Melnick PA. Diagnosis of myasthenia gravis in the 1990s. Semin Neurol

1990;10:62–9.

51. Evoli A, Tonali P, Bartoccioni E, Lo Monaco M. Ocular myasthenia: diagnostic and

therapeutic problems. Acta Neurol Scand 1988;77:31–5.

52. Soliven BC, Lange DJ, Penn AS, et al. Seronegative myasthenia gravis. Neurology

1988;38:514–17.

53. Horowitz SH, Genkins G, Kornfeld P, Papatestas AE. Electrophysiologic diagnosis of

myasthenia gravis and the regional curare test. Neurology 1976;26:410–17.

54. Gilchrist JM, Sanders DB. Double-step repetitive stimulation in myasthenia gravis. Muscle

Nerve 1987;10:233–7.

55. Oh SJ, Kim DE, Kuruoglu R, Bradley RJ, Dwyer D. Diagnostic sensitivity of the laboratory

tests in myasthenia gravis. Muscle Nerve 1992;15:720–4.

56. Sethi KD, Rivner MH, Swift TR. Ice pack test for myasthenia gravis. Neurology

1987;37:1383–5.

57. Ertas M, Arac N, Kumral K, Tuncbay T. Ice test as a simple diagnostic aid for myasthenia

gravis. Acta Neurol Scand 1994;89:227–9.

58. Ellis K, Austin JH, Jaretzki A. Radiologic detection of thymoma in patients with myasthenia

gravis. Am J Radiol 1988;151:873–81.

59. Fenichel GM. Myasthenia gravis. Pediatr Ann 1989;18:432–9.

60. Pasternak JF, Hageman J, Adams MA, Philip AGS, Gardner TH. Exchange transfusion in

neonatal myasthenia. J Pediatr 1981;99:644–6.

61. Lefvert AK, Osterman PO. Newborn infants to myasthenic mothers: a clinical study and an

investigation of acetylcholine receptor antibodies in 17 children. Neurology 1983;33:133–8.

62. Wong V, Hawkins BR, Yu YL. Myasthenia gravis in Hong Kong Chinese. 2. Paediatric

disease. Acta Neurol Scand 1992;86:68–72.

63. BlossomGB, ErnstoVRM, Howells GA, Bendick PJ, Glover JL. Thymectomy formyasthenia

gravis. Arch Surg 1993;128:855–62.

64. Oosterhuis HJ. Observations of the natural history of myasthenia gravis and the eVect of

thymectomy. Ann NY Acad Sci 1981;377:678–90.



215 Myasthenia gravis

65. Argov Z, Mastaglia FL. Disorders of neuromuscular transmission caused by drugs. N Engl J

Med 1979;301:409–13.

66. Adams SL, Mathews J, Grammer LC. Drugs that may exacerbate myasthenia gravis. Ann

Emerg Med 1984;13:532–8.

67. Roses AD, Olanow CW, McAdams MW, Lane RJM. There is no direct correlation between

the serum anti-acetylcholine receptor antibody levels and the clinical status of individual

patients with myasthenia gravis. Neurology 1981;31:220–4.

68. Scoppetta C, Bartocconi E, David P, et al.When is there a full recovery formyasthenia gravis

patient? J Neurol 1982;227:61–5.

69. Treves TA, Rocca WA, Meneghini F. Epidemiology of myasthenia gravis. In Anderson DW,

Schoenberg DG (Eds.). Neuroepidemiology: A Tribute to Bruce Schoenberg. Boston: CRC

Press, 1991:297–309.

70. Simpson JA, Thomaides T. Treatment of myasthenia gravis: an audit. QJM 1987;64:693–

704.

71. Perez MC, Buot WL, Mercado-Danguilan C, Bagabaldo Z, Renale LD. Stable remissions in

myasthenia gravis. Eur Neurol 1981;31:32–7.

72. Verma P, Oger J. Treatment of acquired autoimmune myasthenia gravis: a topic review.

Can J Neurol Sci 1992;19:360–75.

73. Galdi AP. Essentials in the management of myasthenia gravis. Am Fam Physician

1978;17:95–102.

74. Papatestas AE, Pozner J, Genkis G, Kornfeld P, Matta RJ. Prognosis in occult thymomas in

myasthenia gravis following transcervical thymectomy. Arch Surg 1987;122:1352–6.

75. Palmisani MT, Evoli A, Batocchi AP, Provenzano C, Tonali P. Myasthenia gravis associated

with thymoma: clinical characteristics and long-term outcome. Eur Neurol 1993;34:78–82.

76. Somnier FE. Exacerbation of myasthenia gravis after removal of thymomas. Acta Neurol

Scand 1994;90:56–66.

77. Gotti G, Paladini P, Haid MM, et al. Late recurrence of thymoma and myasthenia gravis.

Case report. Scand J Thor Cardiovasc Surg 1995;29:37–8.

78. Sabbagh MN, Garza JS, Patten B. Thoracoscopic thymectomy in patients with myasthenia

gravis. Muscle Nerve 1995;18:1475–7.

79. Heiser JC, Rutherford RB, Ringel SP. Thymectomy for myasthenia gravis. A changing

perspective. Arch Surg 1982;117:533–7.

80. Pascuzzi RM, Coslett HB, Johns TR. Long-term corticosteroid treatment of myasthenia

gravis: report of 116 patients. Ann Neurol 1984;15:291–8.

81. Sghirlanzoni A, Peluchetti D, Mantegazza R, Fiacchino F, Cornelio F. Myasthenia gravis:

prolonged treatment with steroids. Neurology 1984;34:170–4.

82. Cosi V, Citterio A, Lombardi M, Piccolo G, Romani A, Erbetta A. EVectiveness of steroid

treatment in myasthenia gravis: a retrospective study. Acta Neurol Scand 1991;84:33–9.

83. Evoli A, Batocchi AP, Palmisani MT, Lo Monaco M, Tonali P. Long-term results of

corticosteroid therapy in patients with myasthenia gravis. Eur Neurol 1992;32:37–43.

84. Sanders DB, Scoppetta C. The treatment of patients with myasthenia gravis. Neurol Clin

North Am 1994;12:343–68.

85. Arsura E, Brunner N, Namba T, Grob D. High-dose intravenous methylprednisolone in

myasthenia gravis. Arch Neurol 1985;42:1149–53.



216 T. A. Treves

86. Miano MA, Bosley TM, Heiman-Patterson TD, et al. Factors inXuencing outcome of

prednisone dose reduction in myasthenia gravis. Neurology 1991;41:919–21.

87. Matell G. Immunosuppressive drugs: azathioprine in the treatment of myasthenia gravis.

Ann NY Acad Sci 1987;505:588–94.

88. Witte AS, Cornblath DR, Parry GJ, Lisak RP, Schatz NJ. Azathioprine in the treatment of

myasthenia gravis. Ann Neurol 1984;15:602–5.

89. Hohlfeld R, Toyka KV, Besinger UA, Gerhold B, Heininger K. Myasthenia gravis: reactiva-

tion of clinical disease and of autoimmune factors after discontinuation of long-term

azathioprine. Ann Neurol 1985;17:238–42.

90. Niakan E, Harati Y, Rolak LA. Immunosuppressive drug therapy in myasthenia gravis.

Arch Neurol 1986;43:155–6.

91. Myasthenia Gravis Clinical Study Group. A randomised clinical trial comparing pred-

nisone and azathioprine in myasthenia gravis. Results of the second interim analysis. J

Neurol Neurosurg Psychiatry 1993;56:1157–63.

92. Mantegazza R, Antozzi C, Peluchetti D, Sghirlanzoni A, Cornelio F. Azathioprine as a

single drug or in combination with steroids in the treatment of myasthenia gravis. J Neurol

1988;235:449–53.

93. Lisak RP. Myasthenia gravis: mechanisms and management. Hosp Pract 1983;18:101–9.

94. Thorlacius S, Lefvert AK, Aarli JA, et al. Plasma exchange in myasthenia gravis: eVect on

anti-AChR antibodies and other autoantibodies. Acta Neurol Scand 1986;74:486–90.

95. Newsom-Davis J. Plasmapheresis in myasthenia gravis. In NIH Consensus Development

Conference. The Utility of Therapeutic Plasmapheresis for Neurological Disorders. June

2–4, 1986.

96. Kornfeld P, Ambinder E, Mittag T, et al. Plasmapheresis in refractory generalized myas-

thenia gravis. Arch Neurol 1981;38:478–81.

97. Rodnitzky RL, Bosch EP. Chronic long-interval plasma exchange in myasthenia gravis.

Arch Neurol 1984;41:715–17.

98. Pinching AJ, Peters DK, Newsom-Davis J. Remission of myasthenia gravis following

plasma-exchange. Lancet 1976;ii:1373–6.

99. Stricker RB, Kwiatkowska BJ, Habis JA, Kiprov DD. Myasthenic crisis. Response to

plasmapheresis following failure of intravenous gamma-globulin. Arch Neurol

1993;50:837–40.

100. Thorlacius S, Mollnes TE, Garred P, et al. Plasma exchange in myasthenia gravis: changes

in serum complement and immunoglobulins. Acta Neurol Scand 1988;78:221–7.

101. Somnier FE, Langvad E. Plasma exchange with selective immunoadsorption of anti-

acetylcholine receptor antibodies. J Neuroimmunol 1989;22:123–7.

102. Ichikawa M, Koh C-S, Hata Y, Tohyama M, Tsuno T, Komiyama A. Immunoadsorption

plasmapheresis for severe generalized myasthenia gravis. Arch Dis Child 1993;69:236–8.

103. Berta E, Confalonieri P, Simoncini O, et al. Removal of antiacetylcholine receptor anti-

bodies by protein-A immunoadsorption in myasthenia gravis. Int J Artif Organs

1994;17:603–8.

104. Grob D, Simpson D, Mitsumoto H, et al. Treatment of myasthenia gravis by immuno-

adsorption of plasma. Neurology 1995;45:338–44.



217 Myasthenia gravis

105. Antel JP, Medof ME, Oger J, Kuo HH, Arnason BGW. Generation of suppressor cells by

aggregated human globulin. Clin Exp Immunol 1981;43:351–6.

106. Liblau R, Gajdos Ph, Bustarret FA, El Habib R, Bach JF, Morel E. Intravenous �-globulin in

myasthenia gravis: interaction with anti-acetylcholine receptor autoantibodies. J Clin

Immunol 1991;11:128–31.

107. Arsura EL, Bick A, Brunner NG, Namba T, Grob D. High-dose intravenous immuno-

globulin in the management of myasthenia gravis. Arch Intern Med 1986;146:1365–8.

108. Zisman E, Katz-Levy Y, Dayan M, et al. Peptide analogs to pathogenic epitopes of the

human acetylcholine receptor alpha subunit as potential modulators of myasthenia gravis.

Proc Natl Acad Sci USA 1996;93:4492–7.



218

16

Guillain–Barré syndrome

F. G. A. van der Meché and R. van Koningsveld

Etiology

Introduction and incidence

The Guillain–Barré syndrome (GBS) is a subacute immune-mediated disorder of

the peripheral nerves. The diagnosis is primarily clinical, the essential features

being a more or less symmetrical paresis, decrease of myotatic reXexes and a
typical time course (1,2). In addition, other causes for polyneuropathy should be

excluded. The paresis reaches its nadir by deWnition within 4 weeks, but usually it

is seen within 2 weeks. In 20–30% of the patients the muscle weakness is so severe
that artiWcial respiration is needed. Based upon clinical and laboratory arguments

subpatterns or variants have been described. They will be discussed in more detail

below.
Several studies have been published reporting incidence rates (IR) from 0.4 to

2.2 cases per 100 000 persons per year (Table 16.1). The variation in the reported

IR may be more related to diVerences in methodology than to true diVerences in
incidence. The data suggest that the occurrence of the disease does not change

consistently over time and is not restricted to speciWc areas nor related to factors as

race, standard of living or climate. GBS aVects people from all ages but a clear
increase in incidence with age has been reported in most studies (3–6). Some

studies show a bimodal age distribution with a peak around 20–30 years (7–10). In

most studies men are more frequently aVected than women, but in only three
studies was this diVerence statistically signiWcant (3,6,11).

Two-thirds of GBS patients suVer from an infection approximately one to three

weeks before the onset of weakness. These infections mostly involve the upper-
respiratory and the gastrointestinal tract (12,13). Although some of these infec-

tions tend to show a seasonal preponderance, there is hardly ever a signiWcant

diVerence between seasons reported in the occurrence of GBS. From the studies
reporting on the seasonal occurrence of GBS, there appears to be a slight lean

towards autumn and early winter (3,5,14–16). Related to this, a typical observa-

tion has been made in northern China. McKhann et al. (17) described a group



Table 16.1. Reported incidence of Guillain–Barré syndrome

Incidence

Study population Period of Number of Incidence age NINCDS

(Reference) study patients crude adjusted criteria

Carlisle, England (69) 1955–1961 3 0.6 — No

Guam (70) 1960–1966 5 1.9 — No

Iceland (71) 1954–1963 13 0.7 — No

Olmsted County, USA (72) 1935–1976 40 1.7 — No

Israel (73) 1969–1972 89 0.75 0.8 No

San Joaquin County, 1972–1976 18 1.2 1.4 No

USA (74)

Campania, Italy (75) 1971–1980 46 0.16 — No

Olmsted County, USA (6) 1935–1980 48 1.7 1.9 Yes

Hordaland, Norway (3) 1957–1982 109 1.1 1.2 Yes

Larimer County, USA (76) 1975–1983 29 2.2 — No

Ringkobin County, 1965–1982 51 1.1 1.1 No

Denmark (7)

Benghazi, Libya (14) 1983–1985 27 1.7 1.7 Yes

Perth, Australia (8) 1980–1985 109 1.4 1.4 Yes

Copenhagen County, 1977–1984 34 2.0 — Yes

Denmark (9)

Nairobi, Kenya (77) 1974–1981 54 — — No

Sardinia, Italy (78) 1961–1980 120 0.4 — No

Uusimaa District, 1981–1986 71 1.0 — No

Finland (20)

Uusimaa County, 1981–1985 62 1.1 — Yes

Southern Finland (79)

Oxfordshire, England (5) 1974–1986 72 1.1 1.2 Yes

Ferrera, Italy (15) 1981–1987 16 1.3 1.1 Yes

Vermont, USA (80) 1980–1985 51 1.6 — Yes

Ontario and Quebec,

Canada (81)

Ontario 1983–1989 1302 2.07 2.02 No

Quebec 1983–1989 1031 2.25 2.30 No

Alcoi, Spain (82) 1987–1991 5 0.9 — Yes

Tanzania (83) 1984–1992 59 0.83 — Yes

South-West Stockholm 1973–1991 84 1.49 1.56 Yes

County, Sweden (16)

Cantabria, Spain (10) 1975–1988 69 0.95 0.86 Yes

Emilia-Romagna region, 1992–1993 94 1.20 — Yes

Italy (4)

South-east England (84) 1993–1994 79 1.20 — Yes

South-west Netherlands (11) 1987–1996 476 1.18 1.14 Yes
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of patients with remarkable epidemiological features. This group mainly consists
of children in rural areas who are predominantly aVected during late summer.

Another noteworthy fact is that most of these patients suVered from the subtype

‘‘motor axonal form of neuropathy’’.

Antecedent factors

Many factors have been described preceding GBS with the suggestion that they

play a role in the etiology of the disease. Convincing are the associations with
certain viruses and bacteria (18,19). Also extensively described is the relationship

with speciWc vaccines or drugs but most observations are, however, anecdotal

(20–25). Little doubt is left about the relationship of GBS with the swine-Xu
vaccination in 1976 and the use of the antidepressive drug, Zimeldine (21,22).

Finally, cases have been outlined where GBS followed pregnancy, surgery, and

malignancies (26–28). Here again, no cause-and-eVect relationship has been
established so far.

Campylobacter jejuni, Cytomegalovirus, Epstein–Barr virus and Mycoplasma

pneumonia are micro-organisms most frequently reported as preceding agents
(12, 29–31). Recently, most attention has been drawn by Campylobacter jejuni. In

1984, Kaldor and Speed reported a preceding infection with this Gram-negative

Xagellated rod in 38% of their GBS patients (29). This relationship has been
conWrmed extensively and much eVort has been made to further investigate this

association (12,18,32–36). This has led to the deWnition of a C. jejuni-related

subgroup which is associated with a pure motor form, a more severe clinical
course, and anti-GM1 antibodies (18,37,38). Similarly, an association has been

demonstrated between CMV infection and a more severe course of the disease

(30).
The underlying pathophysiologic mechanism, by which antecedent factors may

trigger GBS, is not fully understood. The theory of molecular mimicry has been

given more support since cross-reacting antibodies have been demonstrated
between lipopolysaccharides of certain strains of C. jejuni and anti-GM1 or

anti-GQ1b antibodies. Furthermore, certain C. jejuni strains have been demon-

strated to contain ganglioside-like structures (39–42).

Summary

GBS occurs sporadically, it extends worldwide and aVects people of all ages and

races. Although the pathogenesis has not yet been fully understood, recent Wnd-
ings point in the direction of molecular mimicry based on the cross-reactivity

between lipopolysaccharides of certain strains of bacteria and anti-ganglioside

antibodies.



Table 16.2. Causes of acute motor weakness

Myelitis transversa

Infarct of the pons

Poliomyelitis

Guillain–Barré syndrome

Toxins

Myasthenia gravis

Botulism

Lambert–Eaton

Polymyositis

Rhabdomyolysis

221 Guillain–Barré syndrome

Diagnosis

Criteria

In 1978 diagnostic criteria for GBS were published (43). Consensus exists to deWne

GBS clinically, according to simple diagnostic criteria, and subsequently add
further characteristics. This may result in subgroups within the broad clinical

deWnition. Before reaching the diagnosis of GBS, other causes of an acute motor

weakness should be considered (Table 16.2).

Subgroups

As described above, much eVort has been paid to deWne speciWc subgroups.

Nowadays more laboratory parameters are available with respect to antecedent
infections, auto-antibodies and electrophysiological changes. Therefore a subdivi-

sion of the syndrome, incorporating these parameters has been proposed. Table

16.3 gives an overview of the possible subgroups. In this table, among others one
can Wnd a division based upon pathological Wndings. These Wndings mostly derive

from Chinese patients. This classiWcation is diYcult to use in the Western world

where pathology is rarely available and electrophysiological techniques are not
able to discriminate between primary or secondary axonal degeneration (44–48).

Some of the clinical variants are associated with speciWc antibodies against

gangliosides. Anti-GM1 antibodies have been associated with acute or chronic
motor neuropathy (49–51). Anti-GQ1b antibodies are speciWcally seen in GBS

patients with ophthalmoplegia, either in the context of Miller Fisher syndrome, in

patients with pure ophthalmoplegia or in classical GBS patients with severe
oculomotor involvement (40,52). The implications of these associations are not

yet fully understood but as mentioned above, molecular mimicry may play a role.



Table 16.3. Guillain–Barré syndrome, patterns within the clinical concept

Terminology based upon Related Related

Clinical patterns pathology infections antibody

Classically ascending

Pure motor

demyelinating* C. jejuni GM1

axonal* Acute motor axonal C. jejuni GM1

neuropathy (AMAN)

Sensory motor

demyelinating* Acute inXammatory

demyelinating

CMV GM2

polyneuropathy (AIDP)

axonal* Acute motor sensory axonal

neuropathy (AMSAN)

Cranial nerve variants

Oculo motor nerves C. jejuni GQ1b

(Miller Fisher syndrome)

Lower bulbar nerves

(Pharyngo-brachial variant)

*Pure demyelination and pure (primary) axonal patterns are not distinguishable in the clinical

setting.
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Prognosis

In about 28% of GBS patients the disease runs a mild course and these patients will

remain ambulant during the course of the disease (11). In the other patients the
disease progresses and Wnally, artiWcial respiration is necessary in 20–30% of the

patients (53–55). After a period of progression a plateau phase follows, whichmay

take several weeks. Subsequently recovery starts. For those who are not able to
walk independently, themedian time towards walking takes about 85 days without

therapy (53).

De Jager et al. studied long-term outcome in 57 patients. With a follow-up time
between 2 and 24 years, they found that 35% of the patients were fully recovered,

in 35% of the patients a mild handicap was left, and 30% of the patients suVered

from a severe handicap (56).
Outcome may be predicted in an early stage of disease using prognostic

indicators, identiWed in a variety of studies. Most studies show that older age, need

for ventilatory support, a rapidly progressive course, and low compound muscle



Table 16.4. The following need monitoring and supportive care

Respiratory complications

Thromboembolic complications

Cardiovascular instability

Compression neuropathies

Pain, primarily due to the neuropathy and secondary to lying paralysed

Contractures

Urinary tract infections

Obstipation/ileus

Decubitus

Psychological decompensation
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action potentials after distal nerve stimulation (EMG) are predictors of poor

outcome (53,57–61). In the Dutch trial, where treatment with intravenous im-

munoglobulin (IVIg) and plasmapheresis (PE) were compared, a multivariate
analysis of the collected data of 147 GBS patients was performed in order to study

prognostic factors (62). The importance of older age, a rapid onset and severity of

weakness were conWrmed. The most powerful predictor in this study was, how-
ever, an antecedent episode of diarrhea. A similar outcome was found by Rees et

al. (1995) where a preceding infection with C. jejuni, the commonest recognized

cause of diarrhea, was shown to be an important prognostic factor (36). The
Italian Guillain–Barré study group also reported an antecedent gastroenteritis as a

predictor of worse outcome (63). Interestingly, in the Dutch trial, diarrhea was

only important in the patients treated with PE and not in patients treated with
IVIg (38,62).

Intervention

Supportive treatment

Although at present speciWc treatment is available, general care is still of utmost

importance for the GBS patient (Table 16.4). Because of the risk of autonomous

dysfunction and the unpredictable course of the disease, the patient should be
carefully monitored from the beginning. In doing so, one should be aware of the

possibility of respiratory distress, aspiration, and cardiovascular problems. The

latter expresses itself as wide Xuctuations of pulse or blood pressure and asystoly.
Pain often is a great burden to the patient. Although special mattresses and

frequent repositioning may be helpful, epidural morphine application may be

necessary (64).
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Specific treatment

The eYcacy of plasma exchange (PE) has been demonstrated in two large clinical
trials (65,66). In both studies, improvement started earlier and artiWcial respir-

ation was signiWcantly decreased in patients treated with PE. After 6 and 12

months the diVerence was still observed. This reXects not only considerable
decrease of morbidity, but also a considerable degree of economic savings. Draw-

backs of PE treatment are its contraindications and treatment failures during

administration. As an alternative to PE, IVIg has been investigated as a more
practical alternative. In the Netherlands, a study was conducted comparing IVIg

with PE in 150 GBS patients (54). This study showed that IVIg was at least as

eVective as PE. In addition, an international study has been published including
383 patients (67). Here, treatment with PE and IVIg resulted in similar improve-

ment. Based upon these Wndings, IVIg can now be regarded as the most practical

treatment and is in general preferable. Based on the promising result of a prelimi-
nary study on the additional eVect of methylprednisolone on standard treatment

with IVIg, the Dutch GBS study group has performed a large-scale randomized

trial (68). The results of this study are not yet available.

Implications for clinical practice

The variety of clinical expression of GBS may cause diagnostic confusion. There-
fore, as pointed out above, it is important to deWne GBS according to the basic

clinical diagnostic criteria and subsequently add further characteristics in order to

classify, if possible, the patient into a speciWc subgroup.
The classiWcation into subgroups may have consequences for daily practice, for

example in the choice of therapy. It has been demonstrated that IVIg treatment

was more eVective in patients with preceding C. jejuni and CMV infections in
comparison to PE treatment (30,37,38,62). Further, prognostic evaluation is of

importance in informing the patient and their family about the course and

outcome of the illness. Finally, it should be stated that it is important that
experienced care is given. With the introduction of IVIg, it is now possible to treat

patients in small centers. This should not prevent one from referring high-risk

patients to centers with dedicated neuro-intensive care facilities. Supportive care
in experienced hands still remains most valuable in GBS patients.
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syndrome in Ferrara, northern Italy, 1981–1987. Neuroepidemiology 1991;10:105–11.

16. Jiang GX, de Pedro-Cuesta J, Fredrikson S. Guillain–Barré syndrome in South-west Stock-
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mimicry. Ann Neurol 1995;38:170–5.
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Guillain–Barré syndrome. J Neurol Neurosurg Psychiatry 1992;55:8–11.

51. Kornberg AJ, Pestronk A, Bieser K, et al. The clinical correlates of high-titer IgG anti-GM1

antibodies. Ann Neurol 1994;35:234–7.

52. Yuki N, Sato S, Tsuji S, Ohsawa T, Miyatake T. Frequent presence of anti-GQ1b antibody in

Fisher’s syndrome. Neurology 1993;43:414–17.

53. McKhann GM, GriYn JW, Cornblath DR, Mellits ED, Fisher RS, Quaskey SA. Plasma-
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Neurology 1985;35:1096–104.

66. French Cooperative Group on plasma exchange in Guillain–Barré Syndrome. EYciency of
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clinical features. J Chronic Dis 1979;32:227–31.

75. D’Ambrosio G, De AG, Vizioli R. Epidemiology of Guillain–Barré syndrome in Campania
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17

Encephalitis and meningitis

Ettore Beghi

The occurrence and clinical spectrum of infectious disorders of the central

nervous system (CNS) in developed and developing countries present a temporal

and geographic variability, depending on the variable distribution of the etiologi-
cal agents and their vectors, diVerent cultural attitudes towards disease control

and prevention, and methodological inconsistencies of the available epi-

demiological studies. The latter include the use of diVerent deWnitions of CNS
infections, poor deWnition of the populations at risk, and incompleteness of

diagnostic assessment. The majority of the studies are case reports, hospital series,

and reports of presumed outbreaks of an infectious disease. These peculiarities
and limitations must be considered when an assessment is made of the patterns of

distribution and the comparability of the commonest rubrics of the CNS infec-

tions, i.e., encephalitis and meningitis.

Diagnosis

The infectious agents may provoke CNS impairment ranging from mild menin-

geal reactions to severe meningeal and/or parenchymal damage, which prevents

clear separation between encephalitis and meningitis. With reference to standard
criteria (1,2), encephalitis can be diagnosed in the presence of an acute or subacute

onset of symptoms with neurological signs (clinical or laboratory) suggesting

brain parenchyma involvement, in the absence of other diagnoses, including
noninXammatory CNS infections. Meningitis can be deWned by the presence of

acute or subacute symptoms with signs of meningeal irritation and cerebrospinal

Xuid (CSF) pleocytosis (i.e., more than Wve leucocytes per mm3), with no signs of
cerebral parenchyma involvement and no evidence of other diagnoses. Bacterial

meningitis can be separated from viral (or aseptic) meningitis by the presence of at

least 1000 white blood cells (WBC) with �50% polymorphonucleocytes (PMNL)
and/or glucose level �40mg/dl, or less than 1000 WBC with �50% PMNL and

glucose level �40mg/dl. CSF examination is diagnostic in most cases of mening-

itis and encephalitis, although routine lumbar puncture can be of less value in
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neonates, in whom the risk of hemorrhagic tap is high and pathogensmay bemore
frequently identiWed in blood cultures (3). Polymerase chain reaction (PCR)

analysis can identify the etiologic agent when prior antibacterial treatment inter-

feres with the bacterial growth (4). PCR techniques are also useful for the
diagnosis of herpes simplex virus infections early in the course of encephalitis (5)

and for the diagnosis of enterovirus infections (6). CSF total proteins are signiW-

cantly diVerent in patients with bacterial meningitis, in those with viral mening-
itis, and in those with no evidence of infection; lactate concentration is reduced

and interleukin-6, interleukin-1 beta and tumor necrosis factor-alpha concentra-

tions are elevated in bacterial meningitis compared to the other groups (7,8).
Latex particle agglutination tests in the CSF are useful for the diagnosis of

Haemophilus inXuenzae, Neisseria meningitidis and Streptococcus pneumoniae in-

fection where laboratory facilities are limited (9).

Patterns of distribution and incidence rates

The patterns of distribution and the main epidemiological indexes of CNS infec-

tions are given in Table 17.1 for encephalitis and aseptic meningitis and in Table

17.2 for bacterial meningitis. These data are based on the report of endemic cases.
However, epidemics are frequent for the majority of bacterial and viral infections,

especially in developing countries. For any given infection, an epidemic is suspec-

ted when more than 15 cases per 100 000 per week (averaged over 2 weeks) are
reported.

Almost all the studies on encephalitis and aseptic meningitis (Table 17.1) were

hospital-based and some of them were limited to children and adolescents. Except
for Israel and Libya, the study populations were from industrialized areas in the

Northern hemisphere (six reports from Finland). The incidence of encephalitis

ranged from 1 to 7.4 cases per 100 000 per year in patients of all ages and from 1 to
16.7 cases per 100 000 per year in children and adolescents. The corresponding

rates for aseptic meningitis were 10.9–26.7 for children and adults combined and

27.8 in patients aged less than 14 years. Although the diVerent rates can be largely
interpreted on the basis of diVerent study method, the incidence of encephalitis

was generally lower than that of aseptic meningitis and childrenwere at higher risk

of CNS infection than adults.
The only community study on the epidemiology of encephalitis and aseptic

meningitis was that of Beghi et al. (2) who examined the medical records of the

Olmsted County population seen at the Mayo Clinic facilities during the period
1950–81. Using the deWnitions reported above, the age- and sex-adjusted inci-

dence rate of viral encephalitis was 7.4 per 100 000. The rate was 8.6 for men and

6.3 for women. The incidence was highest in children of both sexes under age 10



Table 17.1. Patterns of distribution and incidence rates of encephalitis (E) and aseptic meningitis (AM)

Commonest

etiological agents

(in decreasing Study

Incidence

(per 100 000

population

Author (ref. no.) Country order) Source of cases (age) period No. of cases per year)

Klemola (1965) (10) Finland Mumps,

Adenovirus,

Herpes simplex,

Hospital records (all ages) 1945–63 108 (E) 2–3

Polio, Echo

SoVer (1977) (11) Israel — Hospital records (all ages) 1969–70 1359 (AM) 21.6

Ponka (1982) (12) Finland Mumps Hospital records (all ages) 1980 113 (AM) 26.7

9 (E) 3.5

Beghi (1984) (2) Minnesota, US California,

Mumps

Medical records linkage 1950–81 189 (E) 7.4

Herpes simplex,

Echo, Coxsackie

(all ages) 283 (AM) 10.9

Rantakallio (1986) (13) Finland Mumps,

Coxsackie

Hospital records 1966–81 21 (E) 12.6

EEG records (�14 yr) 46 (AM) 27.8

Radhakrishnan (1987) (14) Libya Herpes simplex,

Rabies

Hospital records (all ages) 1983–84 5 (E) 1

17 (AM) 3.4

Rantala (1989) (15) Finland Varicella, Hospital and EEG records 1973–87 95 (E) 8.8

Mumps, (�16 yr)

Herpes simplex,

Measles

Koskiniemi (1991) (16) Finland Enteroviruses, Hospital records (�16 yr) 1968–87 405 (E) 1–16.7

Herpes simplex

Respiratory

viruses,

Mycoplasma

pneumoniae,

Varicella-zoster

(�1 yr)

Ishikawa (1993) (17) Japan Measles, rubella,

Herpes simplex

Hospital records (�16 yr) 1990–92 256 (E) 3.3

(6.6�5 yr)

(2.0 5–15 yr)

Koskiniemi (1997) (18) Finland Varicella,

respiratory and

enteroviruses

Hospital records (�16 yr) 1993–94 175 (E) 10.5

(18.4�1 yr)



Table 17.2. Patterns of distribution and incidence rates of bacterial meningitis

Commonest

etiological agents

(in decreasing Study

Incidence

(per 100 000

population

Author (ref. no.) Country order) Source of cases (age) period No. of cases per year

Fraser (1973) (19) South Carolina, US HI, SP, NM Hospital records 1961–71 260 5.6 (White)

Death certiWcates

Reports (all ages)

18.9 (Black)

Fraser (1974) (20) New Mexico, US HI, SP, NM Hospital records 1964–71 184 7.3

Death certiWcates (all ages)

Floyd (1974) (21) Tennessee, US NM, HI, SP Hospital records 1963–71 391 7.7 (urban)

Death certiWcates 4.6 (rural)

Reports (all ages)

Gilsdorf (1977) (22) Alaska, US HI, SP Hospital records (all ages) 1971–74 39 94.2

Ponka (1982) (12) Finland HI, SP, NM Hospital records (all ages) 1980 23 5.2

Schlech (1985) (23) US (27 States) HI, NM, SP CDC reports (all ages) 1978–81 13974 2.9–4.4

Spanjaard (1985) (24) Holland NM, HI, SP Hospital records 1977–82 4150 8

NotiWcations 22 (�5 yr)

Lab. records

Rantakallio (1986) (13) Finland NM, HI Hospital records 1966–81 55 33.3

EEG records (�14 yr)

Nicolosi (1986) (1) Minnesota, US HI, SP, NM Medical records 1950–81 280 8.6

linkage (all ages)

Radhakrishnan (1987) (14) Libya SP, NM Hospital records (all ages) 1983–84 10 2.0

Salwen (1987) (25) Sweden HI, NM, SP Hospital records 1956–65 201 5.6

(1mo–16 yr) 13.0

Rosenthal (1988) (26) Israel HI, SP, NM Hospital records 1981–85 100 328 (Bedouins

(�13 yr) �5 yr)

173 (Jews�5 yr)

Zaki (1990) (27) Kuwait HI, SP, NM Hospital records 1981–87 110 3.2

(13�12 yr)

Carter (1990) (28) Scotland NI, HI Hospital records 1946–61 285 16.9

(�13 yr) 1971–86 274 17.8

Wenger (1990) (29) US HI, SP, NM Lab. reports (all ages) 1986 2158 1.9–4.0

Aronson (1991) (30) Rhode Island, US – Hospital records (all ages) 1976–85 667 6.9

Fortnum (1993) (31) England NM, HI, SP Hospital records, Lab. records 1980–89 300 16

Health Authority area reports

(�17 yr)

Ishikawa (1996) (32) Japan HI, SP, GBS, EC Hospital records (�16 yr) 1984–93 328 2.3 (7.2�5 yr;

0.5 5–15 yr)

Yang (1996) (33) China HI, NM, SP Hospital records (�16 yr) 1990–92 9.3

(19.2�5 yr)

Schuchat (1997) (34) US SP, NM, GBS,

LM, HI

Active population-based

surveillance (all ages)

1995 248 2.4

Hussey (1997) (35) South Africa NM, HI, SP Hospital records (�14 yr) 1991–92 201 34 (76 �5 yr;

257 �1 yr)

HI, Hemophilus inXuenzae ; SP, Streptococcus pneumoniae ; NM, Neisseria meningitidis; GBS, Group B streptococci; EC, Escherichia coli ; LM, Listeria

monocytogenes.
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(�1 year 22.5; 1–4 years 15.2; 5–9 years 30.2). The disease had a seasonal pattern,
with peak incidence in the summer months. The age- and sex-adjusted incidence

of aseptic meningitis was 10.9 per 100 000 (men 13.1; women 9.6). Children aged

less than 1 year of age had the highest incidence of aseptic meningitis (82.4). The
incidence dropped with increasing age and was lowest in patients aged 60 + years

(0.7).

Hospital records, CDC reports, and the Mayo Clinic Records Linkage System
were the sources of patients in the studies on the epidemiology of bacterial

meningitis (Table 17.2). Most of the data came from diVerent states of the US and

referred to patients of all ages. In children and adults the incidence of bacterial
meningitis ranged from 2 to 94.2 cases per 100 000 per year, with diVerent rates

according to race (white vs. black) and living environment (urban vs. rural).

Studies in children reported higher rates (2–328 per 100 000 per year). Again the
wide diVerences in the reported rates reXect mostly a diVerent intensity in the

recruitment of patients and the use of a diVerent study design. The study by

Nicolosi et al. (1) is the only community survey in which patients with bacterial
meningitis (diagnosed according to the deWnition given above) were traced during

the period 1950–81 through their medical records. In that study, the age- and

sex-adjusted incidence rate was 8.6 (men 9.4; women 7.9). The incidence was
highest in the youngest age groups (�1 year 161.3; 1–4 years 32.3) and in the

elderly (70 + years 14.7).

Etiology

Encephalitis and meningitis can be caused by many etiological agents. A list of the
commonest causes is given in Tables 17.1 and 17.2. The diVerent incidence and

distribution of the commonest etiological agents is mostly based on the target

populations (children vs. adults), the sources of cases (hospital records, laboratory
records, death certiWcates, reports to regulatory agencies), the study design (pros-

pective or retrospective), and the diagnostic criteria used for case acceptance. The

most comprehensive sources of information on the causes of brain infection are
the microbiological series. However, even in these cases, underreporting is evi-

dent, as inapparent infections can be detected using speciWc microbiological

techniques to assess antibody prevalence rates (36).
Arboviral, enteroviral, and parainfectious encephalitides are the commonest

viral infections. Arboviral infections (mosquito-borne and tick-borne) have a

diVerent geographic distribution and seasonal incidence depending on the habitat
and life cycles of the vectors. Numerous outbreaks of arboviral infections, mostly

equine and Japanese B encephalitides, have been reported, with variable mortality

rates (37). Human enteroviruses have a worldwide distribution (38) and a life
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cycle which varies according to the geographical area and climate. In temperate
areas enterovirus infections peak in summer and early fall. Enterovirus infections

are more common in children and usually more severe in the newborn, older

children, and adults. The commonest isolates are Echo and Coxsackie viruses and
the most frequent neurological disorders are, in decreasing order, aseptic mening-

itis and encephalitis (37). Aseptic meningitis has also been reported in 1–2% of

patients infected with polio virus. However, the disease has almost disappeared in
developed countries since the introduction of mass immunization. Herpes

simplex encephalitis has an estimated incidence of 1–4 cases per million popula-

tion per year (39). In adults and children older than 2 years, over 90% of cases are
caused by Herpes simplex virus type 1. The infection is more frequent among

neonates and children of lower socioeconomic groups, where the prevalence of

Herpes simplex antibodies is also higher (40). No epidemiological data are
available on Herpes zoster encephalitis, although possible risk factors include age,

immunosuppression, and disseminated cutaneous zoster. Parainfectious encepha-

litides have been reported to decrease signiWcantly after the introduction of
vaccination campaigns. Prior to the introduction of the vaccine, CNS involvement

by mumps virus was present in up to 30% of cases (41); it then fell to 0.2% (37).

The corresponding values for measles encephalitis before and after vaccination are
1: 1000 and 1.5: 100 000. Subacute sclerosing panencephalitis (SSPE) has been

reported in almost all ethnic groups with variable incidence (0.1–7.7 cases per

100 000 per year) (37), mostly in patients with early age of measles infection,
unvaccinated individuals, and among Blacks and Arabs. The incidence of varicella

encephalitis, including acute cerebellar ataxia, is 1.5 per 100 000 population (2.6

per 10 000 varicella cases) (42). Although vaccines containing whole, killed organ-
isms and live-attenuated viruses are thought to cause encephalopathies (43),

epidemiological data on the CNS complications of vaccines are scanty. An excess

risk of neurological complications of pertussis immunization (1: 110 000 inocula-
tions) has been documented through a case-control study (44). The incidence of

encephalopathy after measles vaccination is less than one case per million doses

(45). Mumps meningitis is 1: 1000 vaccine recipients (46).
Hemophilus inXuenzae (HI), Streptococcus pneumoniae and Neisseria mening-

itidis are the commonest causes of bacterial meningitis in population-based and

hospital-based studies (Table 17.2). HI and other bacterial meningitides are most
frequent in infants and young children, patients with chronic illnesses, military

recruits, and communities where crowding and poor living conditions are preva-

lent (47). The incidence of HI meningitis ranges from 1 to 5 per 100 000. Recently,
epidemics of Hemophilus meningitis have been reported in several pediatric and

adult communities, including day care centers (48,49). The incidence of Hemo-

philus meningitis has been shown to decrease after the introduction of vaccines.
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An inverse relationship over time has been documented between the number of
aVected cases and the number of vaccine doses sold (50). The incidence of

streptococcus meningitis is between 3 and 6 per 100 000 (51), with higher rates for

children, the elderly, and people living in crowded areas. The annual incidence of
Neisseria meningitis has been reported to vary between 1 and 3 cases per 100 000,

serogroup B being the commonest etiologic agent. Outbreaks of meningococcal

meningitis are still frequently reported in crowded environments.
Less frequent causes of encephalitis and meningitis include Rickettsiae, Bord-

etella pertussis, Toxoplasma gondii (ingestion of undercooked meals and con-

taminated water or milk), Group B streptococci, staphylococci, Escherichia coli,
Salmonella and Proteus species, Pseudomonas aeruginosa and Enterobacter aero-

genes (head trauma and surgical contamination), Klebsiella pneumoniae (ENT and

community-acquired infections), Pasteurella and Brucella species (individuals
exposed to animals and dairy products), corynebacteriacae, Mycobacterium tuber-

culosis and Mycoplasma pneumoniae (causing bacterial and aseptic meningitis),

Lyme disease and other spirochetal CNS disorders, and Plasmodium falciparum
(37,48).

Bacterial meningitis occurring in the newborn can be considered a separate

entity as its etiology is diVerent (48). Escherichia coli, Streptococcus agalactiae,
Klebsiella pneumoniae, Streptococcus species, and Listeria monocytogenes are the

commonest causative agents. The diVerent etiology of neonatal meningitis reXects

the mode of acquisition of the infection and immunological status of the child.
The incidence of neonatal meningitis has been estimated to be 0.5–1.9 per 1000

live births, being higher in preterm neonates with low birth weight or prolonged

rupture of the amniotic membranes.Other meningitides caused by bacteria, fungi,
or protozoa are becoming of increasing interest because they represent opportun-

istic infections.

Prognosis

The large majority of patients with viral encephalitis tend to recover with minimal
or no residua. Themean annualmortality rate in Olmsted County,Minnesota, has

been reported to be 0.5 per 100 000, with a case fatality ratio of 4% (1,2). Fairly

similar Wndings were reported in Finland (1–10%) (10,13,15) and in France
(�5%) (52). In hospital series greater case fatality ratios have been reported, with

signiWcant variations depending on the type of infection and the recorded epi-

demic. In these cases, the higher mortality is mostly based on the underascertain-
ment of milder cases. Arboviral encephalitides have been reported to carry variable

case-fatality ratios (from less than 1% to 75%) with maximal rates for eastern

equine encephalitis and Japanese encephalitis (37). Mortality has been reported in
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up to 33% of patients with Herpes simplex encephalitis (53) and in 0–3% of
patients with Herpes zoster encephalitis (54). Mortality in patients with aseptic

meningitis is almost nil (2).

Bacterial meningitis is generally a more severe disease, with a case-fatality ratio
approximating 100% in untreated patients. When antibacterial agents came into

general use, the mortality rates dropped signiWcantly. In Olmsted County the

mortality rate was 2.7 per 100 000 per year and the case-fatality ratio totalled 15%
(1). Mortality varied signiWcantly according to the etiologic agent, being maximal

with Streptococcus pneumoniae. Case-fatality ratios fell from 82% (1935–40) to

29% (1941–49), 12% (1950–59), 14% (1960–69), 6.5% (1970–81). In the same
population neonatal meningitis had a case-fatality ratio of 45% (declining from

nearly 100% to 25% during the same intervals). Age and bacteremia increase a

fatal outcome in patients with meningococcal disease (55).
Surviving patients may have sequelae (reported by 16% of the survivors in the

Olmsted County study) (1). Sequelae are usually multiple and most frequently

characterized by hearing defects (10%), mental retardation (10%), seizures (2–
8%), motor (3–7%) and visual defects (2–4%) (56). Less severe complications,

including headache, inability to concentrate, loss of memory, and dizziness, have

been reported in 81% of patients given a questionnaire to investigate their health
status (57). Factors related to the organism (Hemophilus inXuenzae, Streptococcus

pneumoniae), the disease (longer duration of symptoms, overall disease severity,

early seizures) and the host (younger or older age, neurological abnormalities at
diagnosis, glucose, lactate, and cytokine levels, malnutrition) are important in

determining the outcome of bacterial meningitis (48,58). Recurrent episodes of

bacterial meningitis are occasionally reported, depending on anatomical congeni-
tal defects of the skull or the CNS, surgical defects, parameningeal chronic

infections, impaired immune defense mechanisms, and the sequelae of head

trauma. Recurringmeningitis is generally caused by the same etiologic agent and is
rarely fatal.

Intervention

The control of viral infections of the CNS is mostly based on prevention measures

(59). Arboviral infections can be prevented by mosquito control programs and the
use of inactivated or live attenuated vaccines (against equine and tick-borne

encephalitides) that can be given to high-risk categories, such as laboratory

workers and people living in endemic areas. The introduction of mass immuniz-
ation with live attenuated viruses led to an almost complete eradication of

poliomyelitis and its complications in the large industrialized countries of the

temperate zones. The incidence of parainfectious childhood encephalitides



240 E. Beghi

(measles, SSPE, mumps, rubella) showed a remarkable decrease after the intro-
duction of the vaccines. Mass vaccination is recommended in these cases.

The only CNS viral infection for which an eVective treatment has been develop-

ed is Herpes simplex encephalitis. The currently accepted treatment is a 10-day
course of acyclovir given intravenously at a dosage of 10mg/kg every 8 hours

(53,60).

Better insight into the pathophysiology of bacterial meningitis and the emerg-
ence of resistant organisms has led to signiWcant changes in the basic principles of

antimicrobial therapy (61). When the etiologic agent is still undetected, an

empirical therapy of purulent meningitis must be based on the presence of
predisposing factors (age, immunocompromised state, trauma, surgical interven-

tion), as the commonest organisms tend to vary depending on the host character-

istics and physical status. In general, ampicillin is the drug of Wrst choice in the
youngest children and the elderly, and third generation cephalosporins

(cefotaxime or ceftriaxone), eventually associated with ampicillin, are preferred in

patients aged 3 months to 50 years. Vancomycin is indicated for immunocom-
promised patients, head trauma, and surgery. SpeciWc antimicrobial therapy tends

also to vary according to the type of etiology. Ampicillin is the standard treatment

of CNS infections caused by Hemophilus beta-lactamase negative strains and third
generation cephalosporins are used for beta-lactamase positive strains. Benzyl-

penicillin or ampicillin are the standard treatment of Neisseria and Streptococcus

infections. Streptococcal infections with minimal inhibitory concentration
0.1mg/L or higher require use of third generation cephalosporins or vancomycin.

Ceftazidime is the drug of choice for Pseudomonas aeruginosa, ampicillin (or

benzylpenicillin) for Listeria monocytogenes, and vancomycin for staphylococcal
infections.

Widespread immunization of infants with Hemophilus inXuenzae type B conju-

gate vaccine has been recommended (62). Streptococcus pneumoniae has shown
increasing resistance to antibacterial agents in the last few years (63). The available

polyvalent vaccine is eVective in patients at higher risk, except for the elderly, the

immunocompromised patients, and younger children (64). Neisseria meningitidis
serogroup A, which was responsible of epidemics worldwide until World War II,

can now be controlled by mass vaccination of selected high-risk groups (e.g.,

military recruits). An eVective vaccine against group B meningococcus must be
developed and the immunogenicity of the pneumococcal and quadrivalent men-

ingococcal vaccines must be improved. BCG has been shown by meta-analysis to

be protective against tuberculous meningitis (65). The prevention of auditory
sequelae in pediatric bacterial meningitis does not seem to be aVected by the

antibacterial regimens (66).

Adjunctive treatment with steroids is also recommended on the basis of a
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recognized control of the intense inXammatory subarachnoid reaction occurring
with bacterial infections. A meta-analysis of double-blind placebo-controlled

trials on the use of dexamethasone in infants and children showed lower incidence

of bilateral hearing loss with active treatment (67). However, the use of steroids
remains controversial for the methodological inconsistencies of published trials

(68).

The decision to use antibacterial agents for prophylaxis to family contacts, close
neighbor contacts or children attending day-care centers is controversial (69).

Implications for clinical practice

A remarkable change in the rates of CNS infections has been noted in recent years,

which may be correlated to a series of factors, including change in the type of
exposure, introduction of eVective preventive measures, development of bacterial

strains resistant to available treatments, and new high-risk categories (elderly and

immunocompromised patients). Although these notable changes may raise the
interest in the epidemiology of encephalitis and meningitis, the notiWcation rates,

mostly based on passive reports, are still low (about 50%) for bacterial infections

(31) and may be even lower for viral infections. In addition, the diagnosis of CNS
infection is suboptimal, especially in the adult population (70). Passive notiWca-

tion systems are also unsatisfactory as patients who are reported do not reXect the

origin of aVected populations and the time to report is long. Sensitive and rapid
case deWnition is needed for local monitoring of outbreaks and for prophylactic

coverage. In addition, clear guidelines for notiWcation and reporting are needed.

Regulatory agencies, microbiologists, clinicians, and environmental health oYcers
should cooperate more actively and review arrangements for data exchange.

Excessive prescribing of antibacterial agents tends to increase the chance of

serious adverse drug reactions and the development of drug resistance. Clear
guidelines for notiWcation and reporting and a standard diagnostic, preventive,

and therapeutic approach are needed to optimize the clinical approach to CNS

infections, especially in countries where health care resources are limited.
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HIV infection
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Introduction

Human immunodeWciency virus (HIV) infection has expanded to become a
global pandemic which threatens health in most areas of the world, and is now the

leading cause of death among some segments of the population. For example, in

1995 in the USA, AIDS surpassed cancer as the predominant cause of death in
young African–American women (25–44 years) (1). From the beginning of the

epidemic through to 31 December 1997, there have been 641 086 cases of AIDS

and 390 692 AIDS deaths in the USA, according to the Centers for Disease Control
(CDC) (2). Rates in women, children, and injecting drug users (IDUs) and

infection through heterosexual contact have been rising. In the USA in 1996,

African–Americans represented 41% of adults/adolescents reported with AIDS,
exceeding the proportion who are Caucasians for the Wrst time (2). On a world-

wide scale, the World Health Organization (WHO) has estimated that, as of the

end of 1995, 6 million AIDS cases and approximately 20 million people were alive
and infected with the HIV-1 virus (3). WHO estimates that nearly 10 000 new

infections occur each day.

For the Wrst time since the beginning of the epidemic, the number of AIDS
deaths in the USA declined by 13% in the Wrst half of 1996 compared to 1995.

Most of the dramatic change, however, was seen among Caucasian homosexual

males, and women and minorities continued to show increases in AIDS death
rates. The factors explaining this discrepancy probably reXect restricted access for

these groups to medical care, and particularly to the newer combination anti-

retroviral therapies.
Infection with HIV-1, a member of the lentivirus subfamily of retroviruses,

produces a wide spectrum of clinical manifestations, ranging from asymptomatic

infection to severe, life-threatening opportunistic infections. Within 6 weeks of
infection, an acute seroconversion illness can occur. Neurological features of early

infection may include meningoencephalitis, inXammatory demyelinating peri-

pheral neuropathy, facial palsy, brachial neuritis, or radiculopathy.
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Following acute infection, most individuals enter an asymptomatic period, in
which patients are free from opportunistic infections or tumors, but functional

CD4+ T cell depletion is occurring (4). Recent studies show that this is not a

period of virological latency; rather viral replication occurs at a high level but is
sequestered in lymphoid tissue (5). The median incubation period ranges from

8–11 years, and is increasing. Following the asymptomatic period, HIV patients

progress into a symptomatic period, without profound immunosuppression
(AIDS-related complex; ARC), and eventually into a period with profound im-

munosuppression (AIDS). Most neurologic illnesses are conWned to the sympto-

matic stages of HIV infection (ARC or AIDS) (6) (Figure 18.1), reXecting either
the eVects of HIV in the central nervous system (CNS) or peripheral nervous

system, or the consequence of cellular immunodeWciency.



Table 18.1. Incidence of HIV-related neurological disease per 100 person-years by
CD4 + cell count: Multicenter AIDS Cohort Study (1988–1992)

Dementia Neuropathy

CD4+ cell count PY IR PY IR

� 100 818.9 7.34 826.3 7.75

101–200 690.2 3.04 699.3 3.43

201–350 1370.4 1.31 1385.2 0.72

351–500 1427.7 1.75 1445.2 0.76

�500 263.3 0.46 2648.6 0.49

Total 6944.5 1.96 7004.6 1.74

PY, person years free of speciWc disease; IR, incidence rate per 100 person years. From (9).
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HIV-associated neurological syndromes

HIV-1 associated dementia complex (HIV dementia)

Incidence and prevalence rates

The prevalence of HIV dementia is only 0.4% during the asymptomatic phase of
infection (7). In patients with AIDS, dementia develops in 15–20%. Data from the

Multicenter AIDS Cohort Study (MACS), a cohort of homosexual men, has

shown that HIV dementia occurs at an annual incidence of 7% after the develop-
ment of AIDS (8). Incidence rates are higher in those with lower CD4+ counts

(Table 18.1) (9). HIV dementia has now become an important cause of dementia

in adults younger than age 60.

Diagnosis

HIV dementia is characterized by cognitive symptoms (e.g., memory loss, poor

concentration, mental slowing), behavioral symptoms (e.g., apathy, depression),

and motor dysfunction (e.g., unsteady gait, poor coordination, tremor).
Potential risk factors for dementia include low CD4+ count, anemia, low body

mass index, older age, the presence of more constitutional symptoms before AIDS

(8), injection drug use (10), and female sex (11).
Children are also aVected by a progressive encephalopathy with loss of mile-

stones. The estimated frequency of the progressive encephalopathy is 30% in

children with AIDS (12) with a typical survival of 6 to 24 months. In children,
progressive dementia occurs more commonly than CNS opportunistic infections

(13,14).

More subtle forms of cognitive impairment termed minor cognitive/motor
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disorder (MC/MD) exist in 20% of symptomatic HIV-seropositive patients
(15,16). The risk for progression to dementia and prognostic impact of MC/MD is

unclear. However, several studies (17,18) have independently shown that the

presence of cognitive impairment (MC/MD or dementia) in HIV infection is
predictive of poor survival.

The diagnosis of HIV dementia is established by a history of a progressive

cognitive or behavioral decline with apathy, memory loss, or slowed mental
processing and by appropriate ancillary studies. Neuropsychological assessment

shows progressive deterioration on serial testing in at least two areas including

motor speed, frontal/executive functioning, and memory. Imaging studies in HIV
dementia reveal diVuse cerebral atrophy with ill-deWned white matter hyperinten-

sities on magnetic resonance imaging. Imaging studies are also performed to

exclude any central nervous system opportunistic processes. Cerebrospinal Xuid
analysis is also useful to exclude cryptococcal meningitis or neurosyphilis.

Prognosis

The progression of HIV dementia is variable. Some patients have a relatively rapid
progression over 3–6 months, whereas a third may have a slow/stable course over

years. Low CD4+ count, injection drug use, and prominent psychomotor slowing

may be associated with more rapid progression of neurological deWcits (15).

Intervention

Antiretroviral treatment may improve some of the cognitive deWcits associated

with HIV dementia. Portegies et al. (19) observed a dramatic fall in the point-

prevalence of HIV dementia from 53% before the introduction of zidovudine to
about 10% after zidovudine (used in high doses of 1200–1500mg/day) was made

available in Amsterdam (19). This Wnding has not been conWrmed in other

studies, but most of these have not used the high doses of zidovudine administered
in the 1980s. (Lower doses are now used because of myelotoxicity at higher doses

of zidovudine.) The impact of combination antiretroviral medication therapy and

protease inhibitors on the epidemiology of HIV dementia remains to be deter-
mined. In a study of temporal trends in neurological diseases from theMulticenter

AIDS Cohort Study (MACS) between 1988 and 1992, there was no change in

incidence of HIV dementia after adjustment for CD4+ counts, with no major
protective eVect of regular doses of zidovudine on the development of HIV

dementia (8) (Figure 18.2). Recent observations since January 1996 (when highly

active antiretroviral medications including protease inhibitors came into use)
show conXicting results on the incidence of HIV dementia. In the Frankfurt AIDS

Cohort Study, the incidence of HIV dementia has decreased (20). The CDC

reported an increase in reported cases of HIV dementia, whereas the MACS
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reported a decrease in cases (Figure 18.3). The decrease in incidence in the MACS
may represent less active surveillance for dementia in the MACS. These observa-

tions need to be conWrmed over a longer period.

Epidemiology of other HIV-associated neurological syndromes

Myelopathies

HIV-1 associated vacuolar myelopathy (HIV myelopathy) is characterized by a

vacuolar degeneration aVecting predominantly the thoracic spinal cord. Symp-

toms include a slowly progressive spastic paraparesis, with bowel and bladder



Figure 18.3 Incidence of HIV dementia in the Multicenter AIDS Cohort Study (MACS) and USA
(CDC). Solid bar and left axis represent incidence in the MACS per 100 person-years (PY).
Hatched bar and right axis represent HIV dementia as a percentage of AIDS indicator
illnesses.
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involvement occurring late in the course. Its prevalence from autopsy series ranges
from 22–55% (21–22), with clinical expression in only 10% or less. HIV

myelopathy is often accompanied by dementia. Myelopathies due to other infec-

tions (syphilis, HTLV-1 virus, herpes group viruses, cytomegalovirus (CMV),
mycobacteria, toxoplasmosis) or neoplastic causes (lymphoma) have been re-

ported (23–28), although their frequency is relatively low.

HIV-related neuromuscular disorders

A variety of peripheral nervous system disorders can complicate HIV infection

(29–33). During the asymptomatic period of infection, acute and chronic inXam-
matory demyelinating polyneuropathies can occur in 1% or less of patients (34). A

multiple mononeuropathy also may complicate HIV infection in 0.5–3.0% of

patients (35,36), usually when other constitutional symptoms are present, but
before the development of AIDS-indicator illnesses.

The most common neuropathy is a predominantly sensory peripheral neuro-

pathy (HIV neuropathy) which usually occurs in the later stages of HIV infection
(30). Symptoms include severe pain in the feet, which can impair walkingmarked-

ly. Estimates of the prevalence of symptomatic neuropathy vary from 13% in a

clinical referral population (30) to 35% in hospitalized AIDS patients (37). Using
clinical and electrophysiologic criteria, Levy et al. (36) found a prevalence of

neuropathy of 89% with 42% of the neuropathy cases being symptomatic (36).

There has been an increasing incidence of HIV neuropathy (Figure 18.3), probably
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reXecting increasing survival with severe immunosuppression and the cumulative
eVects of neurotoxic drugs (38).

A toxic neuropathy associated with the antiretroviral agents, didanosine (ddI)

(39), zalcitabine (ddC) (40), and stavudine (d4T) can occur in 13, 34, and 15–20
of patients respectively. The symptoms of HIV-associated sensory neuropathy and

the toxic neuropathy are identical. This neurotoxic eVect is a major factor limiting

the use of these antiretroviral agents.
Myopathy in HIV-seropositive patients can be related to HIV infection itself or

to the myotoxic eVects of zidovudine treatment (41). Myopathy can occur at any

stage of HIV infection. The frequencies of these disorders are not well established.
In a study comparing zidovudine to placebo the incidence of a composite diag-

nosis of myopathy was 3% in the zidovudine treated group compared to 0.4% in

the placebo group (42). Autopsy studies have found that about 25% of persons
who have died of AIDS have muscle pathology attributable to HIV myopathy.

Epidemiology of HIV-associated neurological opportunistic infections

Opportunistic infections and neoplasms of the CNS are common in association

with HIV infection, and usually do not develop until the CD4+ count is below

200, reXecting the underlying immunodeWciency. Patients may have multiple
concurrent opportunistic processes, or opportunistic processes may coexist with

HIV-related neurological disorders. An AIDS patient who develops an opportun-

istic infection will need lifelong maintenance therapy.

Cryptococcal meningitis

Cryptococcus neoformans, a ubiquitous encapsulated yeast, causes neurological
disease in about 10% of AIDS patients (43). It is the most common CNS

opportunistic infection in AIDS patients. Symptoms include fever, headache,

photophobia, and an altered mental status. In up to 5% of patients, it may be the
Wrst recognized opportunistic infection. In 1997, 1168 cases of extrapulmonary

cryptococcosis (the vast majority being cryptococcal meningitis) were reported to

the CDC, accounting for 5% of all initial AIDS-indicator opportunistic infections
in the USA. Assay of the CSF cryptococcal antigen is nearly 100% sensitive and

speciWc and can be performed rapidly (44). As primary and secondary prophylaxis

with antifungal agents such as Xuconazole become more widespread, the rates of
cryptococcal meningitis in AIDS patients may decline.

Central nervous system toxoplasmosis

Toxoplasma gondii, an obligate intracellular protozoan, can cause multifocal

cerebral abscesses. Symptoms include fever, hemiparesis, confusion, seizure,
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ataxia, and other focal neurological abnormalities. Clinical CNS toxoplasmosis is
the result of reactivation of a latent infection. Grant et al. estimated that the 3-year

probability of ever developing CNS toxoplasmosis was 28% for HIV-infected

patients also seropositive for antibodies to Toxoplasma gondii (45). There is wide
variation in the prevalence of latent infection among diVerent populations, re-

Xecting diVerences in dietary and other sociocultural factors. In 1997, 1073 cases

of CNS toxoplasmosis were reported to the CDC, accounting for 4% of all initial
AIDS-indicator conditions in the USA. Current prophylactic regimens directed

toward primary prevention of Pneumocystis carinii pneumonia, including

trimethoprim/sulfamethoxazole and dapsone, also are eVective in reducing the
incidence of CNS toxoplasmosis (9,46–48). In the era of combination therapy, the

incidence of CNS toxoplasmosis has decreased (20).

Primary CNS lymphoma

Up to 3% of AIDS patients develop primary CNS lymphoma (PCNSL), making

AIDS the most common disease associated with this tumor. About one-half of

these tumors are clinically silent and detected only at autopsy. Almost all PCNSL
are B cell-derived (49). The typical presentation is one of slowly progressive

neurological deterioration with headache, mental change, seizures, and focal

deWcits (49). Treatment with radiotherapy with or without chemotherapy is only
modestly eVective, increasingmedian survival from 1–2months in untreated cases

to 3–6 months (50). The majority of PCNSL cases occur when the CD4+ count is

less than 50 cells/mm3 (51). In 1997, 170 cases of PCNSL were reported to the
CDC, accounting for 1% of all initial AIDS-indicator conditions in the USA.

These Wgures underestimate the true burden of PCNSL, as this condition is often

seen after other AIDS-indicator illnesses have developed, i.e., is a secondary
condition. As the use of primary antimicrobial prophylaxis decreases the fre-

quency of CNS toxoplasmosis and as more individuals are surviving longer

periods in immunosuppressed states due to the use of antiretroviral agents,
PCNSL may become an increasingly important cause of mass lesions in HIV-

infected patients.

Progressive multifocal leukoencephalopathy

Progressive multifocal leucoencephalopathy (PML), a complication in 2–4% of
AIDS cases, is a demyelinating CNS disorder caused by infection of oligoden-

drocytes and astrocytes with a reactivated virus called the JC virus, a member of

the Papovaviridae. Primary infection with the JC virus, although usually clinically
silent, is common in childhood and early adulthood, with 80–90% of the general

population infected by middle adulthood. Common presenting symptoms are

cognitive dysfunction, weakness, and visual loss. CSF JC virus polymerase chain
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reaction (PCR) is positive in 30–60% of cases (52). In 1997, 213 cases of PML were
reported to the CDC, accounting for 1% of all AIDS-indicator conditions in the

USA. Survival after PML generally is poor, with a median survival of about 4

months, although survival of up to 30 months has been reported (53).

Cytomegalovirus infection

Cytomegalovirus (CMV) is a common pathogen in the advanced stages of AIDS,

producing disease when the CD4+ count is usually less than 100 cells/mm3.
CMV-induced disease represents reactivation of latent infection. In the general

population, the seroprevalence of antibodies to CMV is about 50% (54). In

HIV-seropositive homosexual men, however, the seroprevalence of anti-CMV
antibodies is closer to 100% (55). CMV retinitis, a common manifestation of

CMV-induced disease and a main cause of visual loss and blindness, occurs in

15–28%of AIDS patients (56,57), although the introduction of protease inhibitors
may be decreasing the incidence of CMV disease.

CMV encephalitis presents with acute or subacute confusion, disorientation,

andmemory loss, and tends to have amore rapid progression than HIV dementia.
CSF CMV PCR is positive in 30–100% of cases. CMV encephalitis has been

reported in up to 2% of AIDS patients (35,58), although it may be misdiagnosed

for HIV dementia, and this Wgure may underrepresent the true frequency (59).
Autopsy studies reveal evidence of CMV infection in 10–50% of brains fromAIDS

patients (60–63).

CMV polyradiculitis is characterized by the subacute onset of a Xaccid parapar-
esis, sacral pain, paresthesias, and sphincter dysfunction (64,65). CSF Wndings

include a polymorphonuclear pleocytosis and hypoglycorrhachia. In about 50% of

cases of polyradiculitis, CSF viral cultures yield CMV, and CMV PCR is usually
positive. Polyradiculitis occurs in about 2% of AIDS patients (31,34,35,66).

With the introduction of highly active antiretroviral therapy, CMV-induced

disease has become less common.

Implications of highly active antiretroviral therapies for clinical practice

Combination antiretroviral medication therapies including protease inhibitors

and the ability to monitor disease progression through plasma viral load measure-

ment are having a signiWcant impact on the epidemiology of systemic HIV
infection. Their inXuence on the epidemiology of HIV-associated neurological

conditions is unclear. With the use of combination antiretroviral regimens and

increased use of prophylactic regimens to prevent opportunistic infections, HIV-
infected persons are having increased survival.With suppression of the virus in the

systemic compartment, neurological disease could decrease as well. Recent data

in the Multicenter AIDS Cohort Study suggests that in the era of highly active
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antiretroviral therapy, the incidence of HIV dementia, cryptococcal meningitis,
CNS toxoplasmosis, and primary CNS lymphoma may be decreasing (67). How-

ever, subjects in this cohort maintain excellent adherence to complicated antiret-

roviral regimens. In patients with poor adherence, the CNS may act as a reservoir
for the development of neurovirulent strains, and HIV-associated neurological

disease could increase. In the future, an increasing proportion of care for patients

with HIV or AIDS may be related to neurological conditions.
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Prion diseases

Esther A. Croes and Cornelia M. van Duijn

Introduction

Prion disorders form a group of transmissible spongiform encephalopathies that

may aZict humans and other mammalians (1–3). They are transmissible within

and between species by inoculation of infected tissue in the brain or administra-
tion to the blood, and, to a lesser extent, by ingestion of infected material. The

most conspicuous feature at microscopic brain examination consists of spongi-

form changes due to cell loss. The clinical outcome of the encephalopathy consists
mainly of dementia, behavioural changes, and cerebellar disorders. Human prion

disorders include Creutzfeldt–Jakob disease (CJD), Gerstmann–Sträussler–

Scheinker syndrome (GSS), fatal familial insomnia (FFI) and kuru. Prion dis-
orders occur in inherited, acquired, and sporadic forms.

Despite their rare occurrence, the unique infectious and inheritable etiology of

these dementias make them not only highly interesting scientiWcally but also
important with regard to public health. The causative agent is thought to be a

‘‘prion,’’ which is an acronym for proteinaceous infectious particle (1). Unlike the

‘‘traditional’’ infectious agents such as bacteria and viruses, the prion contains
little or no nucleic acid (1) and shows an unusual resistance to traditional

disinfectants, preservatives and ionizing radiation, which signiWes its potential

hazards. This resistance was dramatically illustrated by the outbreak of a bovine
spongiform encephalopathy (BSE) epidemic in the UK during the 1980s, for

which a change in decontamination procedure of ovine and bovine material for

animal feeding was held responsible. In this chapter the etiology, diagnosis,
occurrence, and prognosis of human prion disorders will be reviewed. The

emphasis will be on CJD, by far the most common and complex prion disorder in

humans.

Etiology

The pathogenesis of prion disorders remains an issue of ongoing debate. The

normal, or cellular, prion protein (PrPC) is situated in all body cells, but mainly in
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the brain and spinal cord. Its function is unknown. There is growing evidence
pointing to an abnormal isoform of the prion protein (indicated as PrPSc) as the

transmissible factor (4). PrPSc is thought to be derived from the normal host

protein PrPC through a conformational change (1,4,5). A plausible model pro-
posed is that PrPSc may act as a template for the conversion of normal host PrPC

into PrPSc (1,4,5). Since PrPSc is not degradable, this abnormal isoform accumu-

lates and forms aggregates in varying parts of the brain, where it blocks the normal
function.

In relation to etiologic subtypes, the three classical forms distinguished in prion

diseases are the inherited, acquired, and sporadic forms. Inherited forms of
human prion disease constitute up to 5–10% of CJD and virtually all GSS and FFI

cases (1–3,6,7). Familial CJD, GSS, and FFI are all caused by mutations in the

prion protein gene (PRNP) (1–3,6,7). Not all patients with a dominant PRNP
mutation have a family history of prion disease (7), suggesting there is incomplete

penetrance of the disease. It is important to realize that the clinical presentation of

the disease may diVer considerably betweenmutation carriers from a single family;
carriers may present with various neurodegenerative and neuropsychiatric ill-

nesses (8). In addition to dominant mutations in PRNP a milder genetic variation

(or polymorphism) in the gene has been implicated in the susceptibility for the
acquired, sporadic, and variant form (1–3,9). This concerns the codon 129

polymorphism. In the caucasian population 39% of healthy individuals are

homozygous for methionine, 51% heterozygous and 12% homozygous for valine
(9). Subjects homozygous for methionine at this codon are at signiWcantly in-

creased risk for acquired and sporadic CJD compared to heterozygotes, whereas

homozygotes for valine are at an increased risk for early-onset acquired and
sporadic CJD (9). Other genetic or nongenetic risk factors may further underlie

the disease. The apolipoprotein E gene, the predominant genetic risk factor for the

most common cause of dementia, Alzheimer’s disease (10), has been studied in
relation to CJD. Although some studies found evidence for an association, a

relation to CJD was not conWrmed in other investigations (11,12).

In addition to the causes of the disease, prion diseases may be transmitted from
man to man. The classical example is kuru, in which the disease has been

transmitted through cannibalistic rituals. Iatrogenic transmission of CJD has

occurred through dura mater transplantation (13), neurosurgery and electro-
encephalographic electrode implantation (14–16), corneal transplantation (17),

and administration of human growth (18–20) and gonadotrophin (21) hormone.

In the large majority of patients CJD occurs sporadically. Studies on risk factors
for sporadic CJD have yielded controversial results (22–28). An increased risk of

CJD has been shown for subjects with a history of infection (22,25), surgery of the

head (23,24), and trauma to the head or body (23,24) in some studies but not in
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others (27). A retrospective case-control study found a signiWcant association
between the development of sporadic CJD after surgical procedures (29). The risk

increased with the number of surgical treatments, to a maximum of three pro-

cedures with an odds ratio of 2.3 (95% conWdence interval 1.34–3.41). None of
these Wndings were supported in a joint analysis of Wve European studies (28,30).

Although experimental research indicates that the possibility of transmission

through blood products cannot be excluded (31,32), up until now there has been
no epidemiological or clinical evidence for transmission of sporadic CJD from

man to man through blood transfusion (27,28,33). Findings of studies on dietary

transmission, through the consumption of (organ) meat (22,25,28), milk prod-
ucts (28), and exposure to animals (23,26,28) in sporadic CJD have not yielded

consistent results (27). The strongest evidence for transmission of spongiform

encephalopathies from animal to man through food is found for a form of CJD
indicated as variant CJD (vCJD) (34). vCJD was discovered in the UK following

the BSE epidemic. Experimental studies strongly suggest that vCJD is linked to the

occurrence of an epidemic of BSE (35–37). At present of major concern is the
spread of vCJD. Although the number of BSE cases is reduced, there are still

aVected animals entering the human food chain in the UK and elsewhere.

Diagnosis

Prion disorders are characterized pathologically by the triad of spongy degener-
ation, neuronal loss, and astrocyte proliferation. In all prion disorders accumula-

tion of the abnormal protease-resistant isoform of the prion protein (PrPSc) is

found in the brain (1). Clinically, classical CJD usually presents between 60 and 70
years of age with a rapidly progressive dementia and end-stage myoclonus.

Further, cerebellar ataxia, extrapyramidal features, cortical blindness, and pyra-

midal signs are frequently present. Characteristic EEG changes consist of general-
ized periodic sharp wave activity occurring at 1–2Hz. The diagnostic criteria for

possible, probable, and deWnite classical CJD are listed in Table 19.1. These criteria

are based upon Masters’ diagnostic criteria (38). The most recent alteration in
these criteria concerns the 14-3-3 protein test in cerebrospinal Xuid. The 14-3-3

protein reXects a rapid neurodegeneration. When this test is applied to patients

with a diagnosis of possible CJD sensitivity and speciWcity may reach 95% (39).
This is much higher than the reported sensitivity and speciWcity for the EEG (67

and 86% respectively) (40). New developments may be anticipated with regard to

the use of magnetic resonance imaging (MRI) in the diagnosis of CJD. There is
evidence for an increased signal in the putamen and caudate nucleus, especially on

T2-weighted images and proton density scans, in sporadic CJD patients (41).

Further, it has been suggested that diVusion-weighted MRI shows changes with



Table 19.1. Diagnostic criteria for classical CJD

I. rapidly progressive dementia

II. A. myoclonus

B. visual or cerebellar problems

C. pyramidal or extrapyramidal features

D. akinetic mutism

III. typical EEG

IV. positive 14-3-3 protein test

DeWnite: neuropathological or immunohistochemical conWrmation.

Probable: I + 2 of II + III or possible+ IV.

Possible : I + 2 of II + duration�2 years.

Table 19.2. Diagnostic criteria for vCJD

I. A. Progressive neuropsychiatric disorder

B. Duration of illness �6 months

C. Routine investigations do not suggest an alternative diagnosis

D. No history of potential iatrogenic exposure

Clinical features

II. A. Early psychiatric symptoms

B. Persistent painful sensory symptoms

C. Ataxia

D. Myoclonus or chorea or dystonia

E. Dementia

Investigations

III. A. EEG does not show the typical appearance of classical CJD or no EEG performed

B. Bilateral pulvinar high signal on MRI scan

IV. Positive tonsil biopsy

DeWnite: IA+neuropathological conWrmation of vCJD.

Probable: I + 4 of II + IIIA+ IIIB or I + IV.

Possible : I and 4 of II + IIIA.
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high intensity in the cerebral cortex (42). However, sensitivity and speciWcity of

the current assessment of the MRI are lower than those of the 14-3-3 protein test,

and are comparable to that of the EEG (43).
The clinical presentation of classical CJD is highly variable and may depend on

the etiology. A distinct clinical picture is seen for vCJD, which is related to BSE

(34). The diagnostic criteria are listed in Table 19.2. These patients present at an
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unusually early age (mean 29 years) with behavioral and psychiatric disturbances
and ataxia, rather than dementia (34). Early psychiatric symptoms in vCJD

include depression, anxiety, apathy, withdrawal, and delusions. Persistent painful

sensory symptoms are also often present, including both frank pain and unpleas-
ant dysesthesia. In a later stage of vCJD dementia and other neurological disorders

appear as in the classical form of CJD. The typical EEG abnormalities for classical

CJD are absent (34). The 14-3-3 protein test has a sensitivity of only 50% in vCJD
patients. Findings on brainMRI-scan, tonsil biopsy and pathology also diVer from

those in classical CJD. In vCJD, on MRI-scanning a bilateral high signal is seen in

the thalamus, especially the pulvinar (44). In tonsil biopsy samples accumulation
of the pathogenic protein can be shown (45). Neuropathology shows extensive

plaque formation, surrounded by vacuoles (Xorid plaques), and an unusual

pattern of prion staining throughout the cerebrum and cerebellum (34).
For all prion disorders, DNA diagnostics may be used to support the diagnosis.

Several dominant mutations in the PRNP gene are known to lead to CJD. In

patients with possible CJD from families in which prion disease or dementia
segregates as an autosomal dominant disorder, screening of the PRNP gene may

elucidate the diagnosis. GSS and FFI are also typically autosomal dominant

disorders (6,46,47). The clinical presentation of patients with each of the PRNP
mutations known to date may be extremely diverse, ranging from cerebellar

disorders or dementia to progressive insomnia and autonomic, endocrine, and

motor dysfunction (46,47).

Incidence

Prion diseases are rare among humans. The most common prion disease, CJD, is

reported worldwide with a mortality of around one death per million persons
(7,38,48,49). Increased frequencies have been found in isolated populations in

Slovakia and in Libyan Israelis, in both cases due to an increased frequency of

mutations in the PRNP gene (50–52). Most incidence studies have been based on
nationwide retrospective searches; therefore the interpretation of the Wndings is

hampered by diVerences in case-ascertainment and diagnosis. This problem was

largely overcome in the European Union, when in 1993 a collaborative study was
started in order to monitor the incidence of CJD in Belgium, France, Germany,

Italy, the Netherlands, Slovakia, and the UK according to a common protocol (7).

The registers aimed to ascertain all patients diagnosed in those countries with
deWnite or probable CJD. In 2000, the reported mortality varied from 0.64 to 1.72

deaths per million (53). From 1993, there has been a modest increase in mortality,

which can be attributed to better case ascertainment due to the inclusion of the
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14-3-3 protein test in the diagnostic criteria (54,55). Further, this rise may be
explained by an increased awareness among neurologists since the recognition of

vCJD. Of all CJD patients, 5–10% are classiWed as familial and up to 5% as

iatrogenic, with the remainder being sporadic (7). These percentages may vary
between countries. Iatrogenic CJD is mainly attributed to growth hormone

treatment, particularly in the UK and France. Transmission by dura mater trans-

plantation is seen mainly in Japan, but is clearly on the rise in other countries. Up
until 2000, vCJD has been diagnosed in 91 patients, of whom 88 are inhabitants of

the UK, two of France and one of Ireland. From 1995 to 2000 a statistically

signiWcant rise in mortality of 33% per year was seen (56). At present it is not
possible to predict the size of the epidemic of vCJD in the UK and elsewhere.

Predictions range from 100 to more than 100 000 patients (57).

The other classical prion disorders, GSS, FFI, and kuru, are far more rare than
CJD. The exact incidence of GSS and FFI is unknown, but estimated to be between

1 and 10 per 100 million (3). Although an epidemic of kuru occurred in the

beginning of the twentieth century in the Fore speaking tribes in Papua New
Guinea, the disease has virtually disappeared after cessation of ritual cannibalism

(58).

Prognosis and intervention

EVective therapy is not available for any of the prion disorders known to date.
Within months after diagnosis of CJD, there is a progressive deterioration of the

clinical condition to akinetic mutism. Themedian survival is estimated to be 5 to 6

months (1,2,7). The duration of disease is found to be longer in familial and
genetically determinedCJD patients (2,46). In vCJD the median duration between

onset of symptoms and death is 14 months (34). With regard to the other prion

disorders, the course of disease in kuru patients is also devastating, in most cases
leading to death within a year (46). The median duration of illness in GSS patients

is estimated to be between 4 and 5 years (46).

In the absence of eVective therapy, intervention is limited to prevention of
prion disorders. The iatrogenic transmission of CJD through human growth

hormone has led to a ban on this product after the development of an analogous

synthetic compound. The epidemic of CJD patients due to transmission via dura
mater transplants has called for preventive measurements in the processing of

dura mater.

Of major concern is whether subclinical forms of BSE in animals other than
cows, which are used for human consumption, exist and if so, can be transmitted

to humans (59). Another point of concern is the possible transmission of prion

disorders through medicinal products from animal to man or from man to man.
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In BSE and vCJD, infectivity of nonneuronal material is higher compared to
classical CJD; in particular lymphoreticular tissue is infective (45). Because of the

long incubation period and absence of a screening method for blood donors,

man-to-man transmission may occur. In the UK preventive measures have been
taken such as the withdrawal from blood banks of blood and blood products from

vCJD patients, collection of plasma from outside the UK, and leukodepletion of

erythrocyte and thrombocyte concentrate. However, the risk of accidental trans-
mission of vCJD may also be increased during other medical procedures. In

particular surgical procedures involving lymphoreticular tissue, e.g. appendec-

tomy or tonsillectomy, might convey a risk of transmission.

Implications

Prion diseases are rare disorders with a unique pathogenesis. Major progress has

been achieved in unraveling the genetic etiology. The work on the molecular

genetics of these disorders has not only elucidated the pathophysiology, but has
also led to the recognition that an unexpectedly wide disease spectrum is asso-

ciated with various PRNP mutations. PRNP testing may be used as a diagnostic

test. However, results may have major implications for relatives, and because of
psychological and socio-economic implications testing may be restricted to pat-

ients with a clearly positive family history of neuropsychiatric disorders (60). The

diagnosis of sporadic CJD has been further improved by the introduction of the
14-3-3 protein test and MRI scanning of the brain.

With regard to the etiology of prion disorders, little is known of risk factors for

sporadic CJD. The major challenges in CJD research in Europe will be related to
the BSE epidemic. Possible transmission of vCJD through other animals and

medicinal products remains an issue of great concern. An important issue to tackle

in future research of risk factors is the exposure assessment. Putative models for
the transmission from cow to man includes nutrition, medication, and animal

exposure. None of these exposures are easily quantiWed in epidemiologic research.

To assess exposure to BSE-infected tissue speciWcally is particularly diYcult. Up
until now it has been impossible to trace the products of BSE cows in food or

medication. An important point for clinical research concerns the variability of

disease expression. As signiWed by vCJD, disease expression may be atypical. An
important question to be answered by neurologists in the near future is whether

patients without the methionine-methionine genotype at codon 129 of the PRNP

gene will develop vCJD, and what their clinical phenotype will be. The twentieth
century has shown that prion diseases are unpredictable.

Prion disorders are rare disorders. However, they are highly relevant because of

the potential of iatrogenic transmission. The possibility of transmission of any
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form of CJD in particular through blood products and surgical procedures
remains an issue of concern from a clinical point of view. In the light of iatrogenic

transmission, early diagnosis, preferably preclinically, is important for surgery,

blood transfusion, and organ-donation policies. This concerns in particular vCJD.
Although most patients have been found in the UK, the present spread of

contagious diseases through tourism and professional exchange between countries

demands close monitoring.
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Neoplastic disease

John F. Annegers

Introduction

This chapter will highlight current issues in the epidemiology of brain tumors. The

areas of interest are the classiWcation of brain tumors in epidemiologic studies, the

spatial and temporal occurrence of brain tumors, and risk factors for brain
tumors.More thorough reviews of the literature are available for adults (1) and for

children (2).

Classification of central nervous system neoplasia

The classiWcation of intracranial tumors for epidemiologic studies is plagued by

large variations in inclusion and exclusion criteria. A reasonable, working classiW-

cation system is essential, however, for descriptive epidemiology and etiologic
studies. There are several axes of classiWcation of central nervous system neoplasia.

There are anatomic location, histology, site of origin, andmeans of ascertainment.

The term ‘‘intracranial tumor’’ is generally used to refer to neoplasia of the
nervous system and anatomic proximate tumors of the pituitary gland and

craniopharyngeal duct (3). The major histological types of intracranial neoplasia

are presented in Table 20.1. Because of the distinct occurrence, prognosis, and
known or suspected etiologic factors for each type of neoplasia, there is little

justiWcation to combine all intracranial neoplasia. However, since most mortality

and incidence data include all primary central nervous system (CNS) tumors,
much of the descriptive epidemiology compares the rates of all primary central

nervous neoplasia. Pituitary tumors, craniopharyngioma, and neurilemmoma,

although often included as intracranial tumors, will not be addressed in this
chapter.

Metastatic tumors of the brain may be derived frommany primary sites and are

of clinical signiWcance because of seizures and other neurologic symptoms. The
most common primary sites are the lungs in males and breast in females. Since the

epidemiologic interest in metastatic tumors rests in the primary site, this chapter

will be restricted to primary intracranial neoplasia.



Table 20.1. Primary intracranial tumors

Tumors of neuroglial cells (gliomas)

Astrocytic series

Astrocytoma (Grades I and II)

Glioblastoma (Grades III and IV)

Oligodendroglioma

Ependymoma

Medulloblastoma

Tumors of mesodermal tissues

Meningioma

Tumors of cranial nerve roots

Neurilemmoma

Tumors of blood vessels

Hemangioma

Pituitary tumors (Adenomas)

Craniopharyngioma

Pinealoma

Adapted from (3).
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Besides the anatomic, histologic, and site of origin axes of classiWcation, brain

tumors may also be considered by their means of ascertainment. That is sympto-

matic versus incidental diagnosis. The prevalence of incidental autopsy Wndings of
gliomas in routine CNS autopsies was 0.5% in the population over 65 years of age

and the prevalence was over 1% for meningiomas in autopsies on individuals over

age 55 (4). Since the detection of incidental brain tumors at autopsy is a function
of mortality rates and the frequency of CNS autopsies, comparisons should be

based on prevalence at autopsy rather than including incidental autopsy cases in

incidence rate computations.

Spatial and temporal patterns of incidence and mortality

The incidence rates from diVerent countries are presented in Figure 20.1. The

highest rates are reported from the Scandinavian countries and Israel, while the

remainder of Europe and the Americas report intermediate rates, and Japan and
China report the lowest rates (5). The diVerences, however, are more likely

explained by variations in ascertainment and classiWcation rather than real dif-

ferences in rates. The Israeli rates include benign tumors while the Danish registry
also includes tumors found incidentally at autopsy.

The geographic patterns of brain tumor incidence and mortality rates are

relatively stable as is found in many other neurologic diseases such as amyotrophic
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Figure 20.1 Brain and central nervous system cancer incidence circa 1980. Age standardized to WHO
standard distribution. Source: Cancer in Five Continents 1987.
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lateral sclerosis (ALS) and idiopathic epilepsy. This is in contrast to the large
variations found for most malignant neoplasia of other sites and suggests that

there are no environmental risk factors that will explain more than a small

proportion of primary brain tumors.
Mortality and incidence rates of primarymalignant CNS tumors have increased

over the past few decades (see Figures 20.2 and 20.3). The increased rates have

occurred almost exclusively among the elderly in the United States (6–8), Canada
(9), and most European countries (10). In Norway, the incidence of intracranial

neoplasms in 1983–92 compared to 1963–72 increased 1.26-fold for those under

55 years of age, 1.76-fold for age 55–74 and 3.35-fold for over age 75 (10). Birth
cohort analyses from Connecticut (12) and Canada (13) point to a secular change

rather than a unique birth cohort experience.

The secular trends of brain tumors are due, at least in part, to the introduction
of computerized axial tomography (CAT) in the mid-1970s. However, since the

increased mortality rates predate the widespread use of CAT in the late 1970s and

the increase is not conWned to lower grade tumors (13), additional factors must be
involved. Several suggestions have been oVered for the introduction of new risk

factor(s) for brain tumors. However, the factor(s) would have to diVerentially bias

the incidence by age. The failure of etiologic studies to detect risk factors in
general, or risk factors that have a strong interaction with age, does not support

this contention.

An innovative explanation was suggested by Riggs (14), who noted that the



Figure 20.2 Primary malignant central nervous system mortality, United States 1973–77 and 1988–92.
Source: SEER Program.

Figure 20.3 Primary malignant central nervous system incidence, United States, 1973–77 and 1988–92.
Source: SEER Program.
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increasing mortality rates from brain tumors have paralleled the decreasing
mortality rates from ischemic heart disease and cerebrovascular disease since the

mid-1960s in the United States. If these new survivors to the elderly population are

also much more susceptible to brain tumors, then mortality from brain tumors
would increase, especially in the oldest age groups. However, this explanation

would also require strong comorbidity between cardiovascular disease and malig-

nant brain tumors and a birth cohort eVect, which has not been shown.
The secular trends are most likely the result of three factors: (1) the availability

of CAT beginning in the mid-1970s; (2) changes in attitude toward medical care

among the elderly; and (3) support programs such as Medicare that facilitate the
use of diagnostic procedures (15). The concurrent rise of ALSmortality among the

elderly suggests a role for factors 2 and 3 since there has been no comparable

advance in diagnostic technology but there is a similar, although of lesser magni-
tude, upward shift in the age-speciWc ALS mortality rates.

Risk factors

Due to relative rarity, heterogeneity, and uniform occurrence, the search for

environmental causes of brain tumors has not been rewarding. Most risk factors

proposed by clinical or epidemiologic investigations have not withstood the tests
of replication, dose response, and consistency.

Trauma

Traumatic brain injury has long been considered a risk factor for intracranial

neoplasia, especially meningioma. This impression is based on case reports, and

some case-control studies have reported a modest association for meningioma
and glioma (16–18). It is possible that more complete recall of head trauma

episodes by cases is a bias in case-control studies of head trauma and brain tumors.

In a case-control study of 540 children with primary brain tumors and 801
controls the risk of brain tumor among children with a previous head injury that

resulted in medical attention was slightly elevated: odds ratio (OR) 1.4 (1.0–1.9)

(19). Other case-control studies of fatal brain cancer (20) and incident astro-
cytomas (21) have failed to Wnd an association. In a cohort of 2953 traumatic brain

injuries there was no increase of astrocytoma or meningioma, although only a few

cases were expected (22). Thus, if there is an association between brain trauma and
brain cancer, it is weak, less than 1.5.

Radiation

The survivors of the atomic bombing of Hiroshima and Nagasaki have demon-

strated the increased risks of leukemia and other cancers from radiation exposure.



275 Neoplastic disease

These cohorts, however, do not show increased mortality rates from CNS tumors
(23).

A number of case reports of meningioma have been presented for therapeutic

radiation for tinea capita and vascular nevi (24). In a cohort of 10 804 children
irradiated for ringworm of the scalp and an equal number of unexposed children

the relative risk (RR) was 9.5 (3.5–25.7) for meningioma (25). The incidence of

glioma was also elevated, but not signiWcantly, with a RR of 2.6 (0.8–8.6). An
increasing relative risk with dose provides additional support for an etiologic role

of radiation exposure (25).

The studies of Preston-Martin show a weak but suggestive association with the
number of full-mouth dental X-rays for men and women for meningiomas and

gliomas (18,26). Other case-control studies have failed to show an association

between diagnostic radiographic exposure and brain tumors in Germany (27),
Australia (28), and the United States (29).

N-Nitroso compounds – diet

An association between consumption of cured meats and meningioma was inter-
preted as a possible role of nitrite exposure (30). However, these Wndings have not

been conWrmed by other case-control studies (20,28,29,31).

Occupational

Clusters of brain tumors among synthetic rubber workers (32) and petrochemical

workers (33) initially suggested an etiologic link. However, they were not con-

Wrmed by large industry-speciWc cohort studies in rubber workers (34), or petro-
chemical employees (35). A pooled analysis of the worldwide petroleum industry

employees reported 210 observed brain cancer deaths and 209.7 expected (35).

The most convincing occupational exposure associated with brain tumor is
vinyl chloride exposure before 1973. A proportionate mortality ratio (PMR) of

4.17 was found among vinyl chloride workers in the United States (36). A small

but consistently increased standardized mortality ratio (SMR) was reported in
studies of workers involved in themanufacture of vinyl chloride (37,38). The SMR

for men exposed in the United States for brain cancer mortality was 1.8 (1.14–

2.71) (38). Although a diVerential diagnosis explanation might be raised, it was
unnecessary to presume such a diVerence to resolve the issue of increased inci-

dence of brain tumors in occupations such as petrochemical employees. The

identiWcation of the modest increased mortality of brain tumors associated with
vinyl chloride, perhaps 1.5-fold, probably occurred only because the far stronger

association with angiosarcoma of the liver prompted studies of the exposed

population worldwide.
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Farming and pesticides

Many studies have reported an association between brain cancer and farming
occupations (39–41). These Wndings suggest a possible eVect of exposure to

herbicides, insecticides, or fungicides. The initial studies of heavily exposed

cohorts of pesticides applicators reported a nonsigniWcantly elevated SMR of 2.5
(42). However, large cohort studies from various countries have consistently

reported SMRs of close to 1.0 (43–45).

Epilepsy and anticonvulsants

Brain tumor cases have a higher prevalence of a history of epilepsy and anticonvul-
sant drug use than controls. Carpenter (46) found that four of 65 brain tumor

cases compared to two of 249 controls had a history of epilepsy, OR 5.7 (1.0–32.1).

Gold (47) reported an increased risk of brain tumors in children exposed to
barbiturates when they combined prenatal and childhood exposures. The authors

noted that the use of medications beganmany years prior to the diagnosis of brain

tumor and suggested that the association was etiologic rather than the expression
of an underlying association of seizures with brain tumors.

Two cohort studies (48,49) show a very high rate of brain cancer after the

diagnosis of epilepsy. In both studies, the authors interpreted the Wnding of a
decreasing standardized incidence ratio (SIR) with duration from seizure diag-

nosis 0–4 years SIR= 47.4; 5–9 years SIR= 11.8; and 10+ years SIR =5.9 (49) as

evidence that undetected brain tumors were the cause of the seizures rather than
evidence of an etiologic role for the anticonvulsants. The association with in utero

barbiturate exposure has not been replicated. A case-control study of 86 cases and

172 controls found an OR of 0.96 (0.47–1.94) for in utero barbiturate exposure
(50).

Electromagnetic fields

Among deaths in white males over 20 years of age in Washington State from 1950

through 1982, there was a small but signiWcantly elevated PMR of 1.23 for workers

employed in occupations with exposure to electromagnetic Welds (51). A case-
control study reported an OR of 2.3 (1.3–4.2) for electrical and electronic workers

(52). However, a case-control study of all types of brain tumors found an OR of

1.0 for occupations thought to involve electromagnetic Welds (53). StratiWcation
by histologic type resulted in a nonsigniWcant OR of 1.7 (0.7–4.4) for gliomas but

also a protective eVect for meningioma with an OR of 0.3 (0.03–3.2).

Cohort studies do not show an increased incidence of brain tumors for occupa-
tions involving exposure to electromagnetic Welds. In a large Swedish cohort, the

SMR for brain tumors was 0.9 (0.7–1.3) for electrical/electronic engineers and

technicians, 0.9 (0.7–1.2) for electricians, and 1.1 (0.7–1.8) for linemen (53). No
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association was found between brain tumor risk and radio frequency radiation
among Norwegian electrical workers identiWed in the 1960 census and followed

through 1985 (54). In that study 119 brain tumors were observed compared to 109

expected or an SMR of 1.09 (0.9–1.4). Thus, if there is an eVect of electromagnetic
Welds on the incidence of brain tumors, it is too small to measure in conventional

epidemiologic studies.

Diagnosis

Themost common presenting symptoms in patients with glioblastoma are seizure

and headache followed by mental confusions and hemiparesis. The tumors are
then usually demonstrated by MRI (55). However, especially for low grade

astrocytomas and in the elderly, many tumors are recognized as the result of an

MRI for other indications or incidental Wndings at autopsy.

Prognosis

The prognosis for malignant brain tumors is poor. The SEER program of the

National Cancer Institute presents 5-year relative survival data for persons with a
diagnosis of invasive brain and other nervous system cancer (7). These are

virtually all glioblastoma. The relative survival calculation removes the eVect of

other causes of death adjusting for age and sex. For all cases diagnosed in 1986–91,
the relative survival was 28.9%. Although this represents a signiWcant improve-

ment over the relative survival of 22.3% for cases diagnosed in 1974–76, it is

probably explained, at least in part, by earlier diagnosis. The most important
prognostic factor is the age at diagnosis. The relative survival is 56.7% under age

44, 20.7% for 45–54, 8.7% for 55–64, 5.4% for 65–74 and only 2.9% for over 75

years of age.

Implications for practice

The onset of seizure in people aged 35–64 must Wrst be evaluated for benign or

malignant brain tumor. Only very rarely can the etiology of a brain tumor be

reasonably attributed to a speciWc cause. Unlike most cancer sites where well-
deWned risk factors have been established, brain tumors are like many other

neurologic diseases where high-risk populations cannot be deWned by established

risk factors. The association with family history is not particularly useful since due
to the low incidence of brain tumors, the increased risk in relatives is a very low

absolute risk.
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Cerebral palsy

Karin B. Nelson

Introduction

Understanding of the etiology of cerebral palsy has changed markedly over the

past two decades, as epidemiologic studies have supplanted anecdote and uncon-

trolled case series. Unfortunately, there has been no parallel progress in reducing
the rate of occurrence of cerebral palsy over a similar period, despite striking

improvements in both obstetric and neonatal care (1,2).

Cerebral palsy (CP) is a group of chronic motor disorders of central nervous
system origin, characterized by aberrant control of movement or posture, begin-

ning early in life and not due to recognized progressive disease. Major malforma-

tions of the CNS are usually excluded. In studies of etiology disorders arising after
the Wrst month of life are also excluded. The term cerebral palsy thus denotes a

chronic, usually congenital, motor disorder. ‘‘Cerebral palsy’’ is not an etiologic

diagnosis but indicates developmentalmotor disability; the term is thus analogous
to ‘‘mental retardation,’’ a term denoting chronic, usually congenital, cognitive

disability.

CP may be categorized into its clinical subtypes (spastic quadriplegia, diplegia,
hemiplegia; dyskinetic or ataxic forms, and mixed), by severity, and may be

further grouped according to whether or not etiology is considered known

through neuroimaging, chromosomal, metabolic, or other evidence.

Prevalence

Studies of the prevalence of CP, although they diVer by date, age of ascertainment,

and exclusions, are reasonably comparable in diVerent developed countries, with

an overall prevalence of 1.4 to 2.3 per thousand (3–6). For disabling congenital
CP, an American population-based study observed a prevalence at three years of

1.23 per thousand survivors (7). As discussed below, the rate of CP among very

premature livebirths is much higher than among term infants (8), and appears to
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have risen markedly, apparently due to the dramatically increased survival of very
preterm babies.

Etiology

The old hypothesis that birth asphyxia is the major cause of CP and other

developmental disabilities is not sustained by research in deWned populations
(2,9,10). Abnormalities of birth and clinical evidence suggestive of birth asphyxia

are present in a nontrivial proportion of normal people; such events occur in a

higher proportion of those with CP but do not account for most CP (11,12).
Because there are no speciWc and generally available means to recognize asphyxia

during birth and other factors (notably exposure to infection or inXammation or

thrombo-embolic event) that may produce similar Wndings, an impression of the
presence of birth asphyxia may involve serious misattribution of cause. The

hypothesis that birth asphyxia is a major cause of CP has not led to the develop-

ment of therapies producing a net decrease in CP.
Known risk factors for CP in very low birthweight (VLBW) infants diVer

somewhat from those in term babies, so these will be outlined separately.

VLBW infants

Both low birthweight and short gestation are important risk factors for CP. Risk is

greatest in the youngest or smallest babies. An infant born weighing less than
1500 g had 100 times the risk of moderate or severe CP as compared with an infant

born weighing 3000 to 3500 g, the most common birthweight group (7). In VLBW

infants, Wxed anatomical lesions and syndromic entities explain relatively few
cases (5,13). With increased survival of VLBW infants in recent decades, this

group now contributes a larger proportion of CP, and a greater absolute number

of cases, than in the past (6).
Some but not all factors related to risk that a child will be born too early or too

small are also related to risk of CP among VLBW children. For example, a family

history of premature birth, twinning, and maternal smoking are all related to risk
of low birthweight, but while VLBW children of families with a history of preterm

birth are at higher risk of CP than other VLBW children, data are not consistent in

indicating that a low birthweight child who was a twin or triplet, or born to a
smoker, is at higher risk than another child of similar birthweight who was a

singleton or born to a nonsmoker. In VLBW infants, maternal preeclampsia is

associated with lower risk of CP (14,15); possible reasons for this have been
discussed elsewhere (16). Some observational studies have noted that exposure to

magnesium sulfate, administered for maternal preeclampsia or in an attempt to

stop preterm labor, was associated with a lower rate in CP in VLBW infants
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(14,17,18), while others have not (19–21). This question is now being examined in
randomized trials.

Maternal reproductive tract infection is an important cause of preterm birth

(22,23). Some investigators have observed such infection to be related to neonatal
ultrasonographic Wndings which are in turn associated with high risk of CP and

with risk of CP itself; these observations, not entirely consistent from study to

study, have been subjected to recent meta-analysis (24).
Other risk factors for CP in VLBW infants include short interbirth interval,

birth in a hospital lacking specialized personnel and equipment for cases of

premature or ill newborns, and birth within a short time of the mother’s admis-
sion to the hospital, associated with a 49-fold increase in risk of CP in a popula-

tion-based study (13).

Neonatal hypothyroxinemia or maternal thyroid disease have been linked with
increase in risk of CP or mental handicap (25,26). A randomized trial of adminis-

tration of thyroxine in VLBW infants, administered before testing of individual

infants, was not associated with lower risk of CP (27).
Conditions that can lead to primary compromise of oxygen supply, such as

placental abruption or cord prolapse, are not more frequent in VLBW infants with

CP than in VLBW infants without CP, nor are abnormalities on electronic fetal
heart rate monitoring more frequent (13,15). Most VLBW children with CP were

not acidotic soon after birth. Although cerebral ischemia has been thought to play

a role in CP in VLBW infants, it has not been shown that ischemia, when present,
is often related to primary disorders of oxygen supply rather than to infectious or

other etiologies.

A number of illnesses and neuroimaging abnormalities in the neonate, especial-
ly echolucensies on early ultrasonography, are associated with increased risk of

CP. These are presumably consequences of earlier-acting but usually unidentiWed

causal factors.

Term infants

Although at much lower individual risk than children born VLBW, babies of

normal birthweight contribute more than half of CP. Intracranial and extracranial

malformations are more common in children with CP than in the general
population (9,10). In infants born at term, brain malformations or prenatal

destructive lesions observed on neuroimaging, or congenital nonbacterial infec-

tions, are relatively more common than in smaller infants (5,28).
Multiple births constitute a much smaller percentage of infants of normal

birthweight than of smaller babies, but it is in normal birthweight infants that

being a twin is associated with heightened risk of CP (29,31). An important factor
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in that risk is death of a cotwin, associated with a 100-fold greater likelihood of CP
in the survivor (29,30,32).

Potentially asphyxiating obstetrical conditions such as abruptio placentae, cord

prolapse, and tight nuchal cord occur with higher frequency in term children with
CP than in term controls, but account for only a minority – perhaps in the

neighborhood of 10% – of CP in term babies (2,9,12,33). Asphyxiating conditions

are most strongly related to the spastic quadriplegic subtype of CP, especially
when accompanied by dyskinesia. Spastic quadriplegia with dyskinesia is not

speciWc to asphyxia, however. SpeciWc abnormal fetal heart rate patterns on

electronic monitoring in labor are more frequent in children with CP, but
unfortunately the high prevalence of such abnormalities, 32–79% in some series

(34,35) and the low prevalence of birth asphyxia-related CP in this term and

near-term group (about 1 in 15 000 births), combined with lack of proven eYcacy
of interventions, makes electronic fetal monitoring a poor indicator for manage-

ment decisions in labor aimed at the prevention of CP (36).

Exposure to maternal infection is a risk factor for CP in babies of normal
birthweight (37,9,28), and is a common antecedent of low Apgar scores and other

signs of early depression in the infant, even when the infant is not known to be

infected. Other reported risk factors for CP in term or normal birthweight babies
include maternal hyperthyroidism, seizures, or mental retardation, atypical men-

strual cycles, bleeding in pregnancy, severe proteinuria (9), and early age at

menarche (38). Unlike VLBW infants, babies born at term to women with
preeclampsia may be at increased risk of CP (34). In industrialized countries,

physical trauma at birth is no longer an important etiologic factor in brain injury;

its role and that of malnutrition, iodine deWciency, and neonatal hypothermia in
developing countries are not known.

Since the initial description by Silver et al. in 1992 (39), a number of case reports

and a few controlled studies, of which some have included perinatal strokes,
indicate that antiphospholipid antibodies, the factor V Leidenmutation and other

abnormalities of coagulation can be associated with CP, especially with hemiplegic

CP (40–42). Perhaps at least in part because of the association of these conditions
with placental vascular pathology, there is relatively often a history of pregnancy

complications, fetal growth retardation, low Apgar scores, low pH, and neonatal

seizures in aVected infants (43,44).
A range of neonatal signs and illnesses have been observed more frequently in

children with CP than in controls, but the antecedents of these signs and illnesses

are seldom identiWed.
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Middlesized infants

Few studies have addressed the etiology of CP in infants born weighing 1501 to
2499 g. This is likely to be an etiologically heterogeneous group in which growth

retardation and syndromic entities may be important.

Diagnosis

The diagnosis of CP rests on identiWcation of abnormalities of tone, reXexes, and

posture, as assessed after the Wrst year of life and preferably not before age 3 years;

earlier diagnostic assessments are unstable, especially in children born premature-
ly. Deviation from normal motor development is often the Wrst clue to the

presence of CP, and is an indication that careful evaluation is needed. Allen and

Alexander (45) have discussedmotor milestones on sequential examinations as an
important screening procedure for CP, to be followed by detailed neurologic

examination.

Spastic hemiplegia is recognized by hypertonus and pathologic reXexes pre-
dominating unilaterally, with arm usually more aVected than leg; limb asymmet-

ries are common. Spastic quadriplegia aVects all four limbs, the upper extremities

usually more severely than the lower, often with bulbar signs; spastic diplegia is
spastic involvement dominantly of the legs, although upper extremities may also

be involved to a lesser extent; ataxic or dyskinetic disorders may occur alone or

with spasticity.

Prognosis

In VLBW neonates, physical examination is a relatively poor guide to identiWca-

tion of those who, if they survive, will experience neurologic disability. The best

predictor of CP in these infants is information on neonatal cranial ultrasonogra-
phy, especially evidence of echolucencies. In term infants, on the other hand, the

best predictor of long-term neurologic abnormality is serious encephalopathy in

the newborn period.
In very young children, especially those born prematurely, early motor abnor-

malities of mild or moderate degree tend to improve and disappear later (46,47),

so that it is unusual that a child thought to have mild CP at one year of age still
demonstrates CP by school age. Three years is perhaps a reasonable age at which to

assess motor performance for prognostic purposes, although some improvement

may occur after that time, and athetosis may Wrst become manifest at about that
age.

Mildly or moderately severely disabled children with CP have a survival rate to

age 20 years little diVerent from unaVected children, but only about half of
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severely disabled children survive to age 20 years (48). Severe to profound mental
retardation, bilaterality of involvement, and presence of other associated neuro-

logic disabilities including epilepsy are associated with more limited life expect-

ancy (48–51). With good medical care, even seriously aVected persons often
outlive their parents, so long-term planning is important.

The employability of persons with CP is chieXy a function of their intellectual

capability and severity of motor disability. Despite early and aggressive treatment
and good family and technical support, economic independence is not common

except in mildly aVected persons.

Intervention

The goals of intervention in CP are to improve function, prevent deformities and

discomfort, and make care easier. Physical therapy is likely to be the mainstay of

management even if other modalities are also employed, and has an important
role both before and after surgical procedures. Training of parents or caregivers in

the establishment of a home program is an important supplement to professional

therapists. Physical medicine or orthopedic consultants may recommend assistive
devices such as leg braces, crutches, chairs, or communication aids.

Antispasmodic agents can be administered orally to lessen spasticity, with care

not to interfere with strength or balance. Baclofen, a muscle relaxant and antispas-
modic, can be administered orally or intrathecally via an implanted pump.

Disadvantages include the sedative eVects of high oral doses and the potential

complications and costs of surgical implantation. Botulinum toxin has been
employed for relief of spasticity (52), the eVects of each injection lasting for

months.

Surgical procedures are chieXy for the lower limb, where muscles are larger and
fewer and requirements for Wne motor performance less critical. Tenotomies,

neurectomies, osteotomy, and arthrodeses to stabilize joints are among the avail-

able interventions. A relatively newer procedure for the reduction of spasticity in
the lower limbs is selective dorsal rhizotomy, which involves selective surgical

destruction of dorsal root Wbers identiWed by intraoperative electrical stimulation

to be associated with aberrant electrical activity (53). This procedure is not free of
complications. Careful preoperative assessment and pre- and postoperative

physical therapy are important to optimize outcome. Assessment of these medical

and surgical therapies is a continuing process.

Implications for clinical practice

Because physical Wndings suggestive of CP in the Wrst year of life, especially those

of mild degree, may subsequently resolve, it is important not to label mild or
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moderately involved infants too early. Even in children whose mild motor signs
resolve there may be deWcits in other areas of neurologic function, however, so

caution is also needed with respect to excessive reassurance of parents whose

children are younger than about 3 years.
It is important, in considering the etiology of CP and in discussing this with

families, to remember that low Apgar scores, neonatal seizures, need for ventila-

tory support and neonatal seizures, alone or together, are nonspeciWc and may be
due to factors other than birth asphyxia. A history suggestive of in utero exposure

to infection or autoimmune disorder, or Wnding abnormalities of coagulation

factors such as the factor V Leidenmutation, may oVer hints as to etiology in some
children with CP.

Support and counseling of families and prevention of secondary complications

are major realistic goals in the treatment of children with CP. Families may need
aid in arranging respite care and in long-term planning. Assessment of the aVected

person will be required for contractures, hip instability, scoliosis, problems with

nutrition or swallowing, sensory defects, educational disabilities, and seizure
disorders. Older persons with CP, now surviving in larger numbers, may experi-

ence falls, infections, pain, depression, and social isolation.

Implications for research

The etiology of CP is still poorly understood. Births of VLBW infants are concen-
trated in specialized facilities or infants are transferred early to such facilities, and

much of what we know about etiology and prognosis of CP in VLBW infants has

come from followup studies from such centers. In term or near-term infants, in
whom the prevalence of CP is relatively low but who contribute a majority of CP,

however, births are scattered and prospective studies are probably not feasible.

Only a narrow range of hypotheses have yet been tested with regard to the etiology
of CP in infants of normal birthweight. Further progress in understanding the

etiology of CP in children born at or near term would be accelerated by popula-

tion-based investigations, of which only a few contemporary examples are avail-
able.
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Migraine

Ann I. Scher, Richard B. Lipton and Walter F. Stewart

Epidemiology

Migraine headache is an extremely common and temporarily disabling headache

disorder. One recent population-based survey reported that 19% of women and
8% of men had suVered at least one attack of migraine in the previous year (1).

However, only a minority of active migraineurs have seen a physician within the

last year for headache (2–4). As a consequence, clinic-based studies are prone to
signiWcant selection bias. Population-based studies, which actively screen partici-

pants for migraine whether or not they consult physicians, provide more repre-

sentative samples for research.
A large number of population-based prevalence studies of migraine have been

published and summarized elsewhere (5–8). Prevalence has been shown to vary by

race, age, gender, and survey methodology (below). A recent meta-analysis sug-
gests that much of the variability in estimates of migraine prevalence is due to the

variability of case deWnitions and sociodemographic proWles of the study subjects

(9). Studies using the IHS criteria showed more consistent results (9). Table 22.1
presents the results from recent population-based studies that: (1) used IHS

criteria and (2) were based on representative populations.

Age

Most studies on migraine prevalence have reported variation by age and gender.

Prevalence is generally highest between the ages of 25 and 55, often with a peak in

the late 30s and early 40s (10–13). Figure 22.1 (from the American Migraine
Study) illustrates this pattern. The strong nonlinear association of age with

prevalence accounts for some of the variability in prevalence estimates among

studies, due to diVering age distributions in the study populations.

Gender

A number of studies have reported the prevalence of migraine to be the same or

greater in boys prior to puberty; three studies (Table 22.1) (14–16) based on



Table 22.1. Gender-specific prevalence estimates of migraine from 21 population-based studies using IHS diagnostic criteria

Migraine prevalence (%)
Sample Time Age

Author (year, ref. no) Country Source Method size frame (years) Female Male Total Comments

Abu-Arefeh (1994) (14) Scotland School Clinical interview 1754 1 year 5–15 11.5 9.7 10.6 Prevalence is higher in boys

prior to age 12 (1.14: 1).

After age 12, more

common in girls (2.0: 1)

Alders (1996) (100) Malaysia Community Face-to-face 595 1 year 5+ 11.3 6.7 9.0

Arregui (1991) (101) Peru Community Clinical interview 2257 All 12.2 4.5 8.4

Barea (1996) (15) Brazil School Clinical interview 538 1 year 10–18 10.3 9.6 9.9 2–48 hour duration allowed

Breslau (1993) (87) US Community Face-to-face/ 1007 1 year 21–30 12.9 3.4 9.2

Telephone

Cruz (1985) (102) Ecuador Community Clinical interview 2723 Lifetime All 7.9 5.6 6.9 Community endemic for

cysticercosis

Göbel (1994) (24) Germany Community Mail SAQ 4061 Lifetime 18+ 15.0 7.0 11.0

Haimanot (1995) (10) Ethiopia Community Face-to-face/ 15 000 1 year 20 + 4.2 1.7 3.0

clinical interview

Henry (1992) (11) France Community Face-to-face 4204 1 year 15 + 11.9 4.0 8.1

Abdul (1997) (103) Saudi Arabia Community Face-to-face 5891 Lifetime 15+ 8.0

Jaillard (1997) (104) Peru Community Clinical interview 3246 1 year 15 + 7.8 2.3 5.3

Merikangas (1993) (105) Switzerland Community Clinical interview 379 1 year 28–29 32.6 16.1 24.5 Weighted prevalence

Michel (1996) (96) France Community Mail SAQ 9411 3 months 18 + 18.0 8.0 13.0

O’Brien (1994) (25) Canada Community Telephone 2922 1 year 18 + 21.9 7.4 15.2

Raieli (1995) (16) Italy School Clinical interview 1445 1 year 11–14 3.3 2.7 3.0

Rasmussen (1991) (106) Denmark Community Clinical interview 740 1 year 25–64 15.0 6.0 10.0

Russell (1995) (107) Denmark Community Clinical interview 3471 Lifetime 40 23.7 11.7 17.7

Sakai (1997) (12) Japan Community Mail SAQ 4029 1 year 15 + 12.9 3.6 8.4 Female:Male prevalence

ratio= 3.6. Regional

diVerences

Stewart (1992) (20) US Community Mail SAQ 20 468 1 year 12–80 17.6 5.7 12.0

Stewart (1996) (1) US Community Telephone 12 328 1 year 18–65 19.0 8.2 14.7 Racial diVerences

Wong (1995) (13) Hong Kong Community Telephone 7356 1 year 15 + 1.5 0.6 1.0
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pediatric or adolescent populations show almost equal prevalence rates in boys
and girls. After adolescence, prevalence ratios range between 2.0 and 3.6 (Table

22.1). This female preponderance continues throughout life, although to a less

marked degree after age 40 or so. Figure 22.2 from the American Migraine Study,
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illustrates how this prevalence rate ratio varies by age, with a low at age 15, a peak
at around age 40, and declines thereafter.

Socioeconomic status

Migraine was once considered to be a disease of the aZuent. Bille found no
support for this idea in a study of school children (17,18). Studies using intelli-

gence testing and occupation as SES measures also failed to Wnd an association

between migraine prevalence and social class or intelligence (19).
As noted earlier, migraine prevalence is inversely related to household income

in US population-based studies (1,20,21). Similar results were found in data

from the National Health Interview Survey (NHIS) (22). In that study, although
migraine prevalence was higher in low vs. middle income groups, prevalence was

highest in the high income groups. However, this study relied on self-reported

migraine diagnosis (which would be higher in those with higher income). Non-US
studies have generally not supported the association of low SES (as measured by

education, occupation, or income) with headache prevalence (14,23–25). This

lack of association outside the US may be inXuenced by international diVerences
in patterns of medical consulting behavior and access to health care.

Race

The American Migraine Study showed that migraine prevalence was lower in

African–Americans than Asians (20). An independent US study found that preva-
lence was higher in caucasians than African–Americans, with the lowest preva-

lence in Asian–Americans (1). There have been relatively few post-IHS surveys of

African or Asian populations, but a community-based Ethiopian survey (10)
(Table 22.1) found a relatively low prevalence of migraine (4.2% female, 1.7%

male). Studies fromHong Kong (1.5%) (13) and Japan also report a relatively low

prevalence of migraine (12.9% female, 3.6% male) (12).

Incidence

There have been few population-based studies that have attempted to deWne
age-speciWc migraine incidence prospectively. In one prospective study designed

to determine whether those with major depression or anxiety disorders were more

prone to develop migraine, Breslau et al. (26) followed a group of 21–30-year-olds
who were members of a large managed-care organization in south-east Michigan.

Of the 848 subjects at risk for incident migraine, 71 subsequently met criteria for

migraine during the 5-year follow-up period, corresponding to an incidence rate
of 17 per 1000/person years (24 female, 6 male). This excellent study is limited

primarily by the narrow age range of the samples; incidence below the age of 21

could only be estimated.
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In two population-based cross-sectional studies, incidence rates were estimated
based on participants’ recalled age of onset. In a Danish population-based study in

which 1000 participants underwent a clinical interview, Rasmussen (7) estimated

the (age-adjusted) incidence of migraine at 3.7 per 1000 person years (5.8 female,
1.6 male). This study did not have adequate power to assess age-speciWc incidence.

Reported rates represent the average of young adults with high rates and older

adults with very low rates. In another population-based telephone survey of
10 000, Stewart et al. (27) calculated age-speciWc incidence rates after correcting

for telescoping, that is, the tendency to recall past events as happening more

recently than they did. The peak age of onset was found to be at ages 5–10 for
males and 12–13 for females for migraine with aura and 10–11 for males and

14–17 for females for migraine without aura. Peak incidence rates for migraine

with aura were 6.6/1000 person years for males and 14.1/1000 person years for
females and 10.1/1000 person years for males and 18.9/1000 person years for

migraine without aura.

Stang et al. (28) used the linked medical records system in Olmstead County,
Minnesota to identify new cases of migraine and establish the type and age of

onset. Compared to the population-based study of Stewart et al. (27) they found

lower rates of incidence and later incidence peaks. These Wndings may be ex-
plained by the low consultation rates of those with migraine and the possibility

that medical consultation may occur well after the onset of symptoms.

Etiology

Familial aggregation of migraine has long been recognized and genetic studies
have generally supported a role for both genetic and environmental risk factors in

the etiology of migraine (29). This section reviews the recent evidence for genetic

factors in migraine (30,31).

Twin studies

Clinic-based twin studies have consistently shown that monozygotic (MZ) twins
aremore concordant for migraine than dizygotic (DZ) twins, supporting a role for

genetic factors in migraine etiology (31). Three recent studies conducted in

population-based twin registries also support a genetic basis for migraine. These
studies were conducted in Australia (32), Finland (33), and Sweden (34). Two

studies (Australia and Sweden) used the IHS criteria, one did not. Direct inter-

views of both twins were used only in the Australian study.
In the Australian study, Merikangas and coworkers evaluated 5844 twins

ranging in age from 19–91 by direct interview. Proband-wise concordance for

female same-sex twins was 0.44 for MZ twins and 0.24 for the DZ twins. In males,
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the MZ concordance rate was 0.31 and the DZ concordance rate was 0.18. In all
three studies, about half of the variation in migraine prevalencewas attributable to

genetic factors. These data also demonstrate that nongenetic factors must play a

role as theMZ concordance rate was well below 1.0. Thus, the twin studies support
the importance of genetic as well as environmental risk factors for migraine.

Familial aggregation

A number of studies have examined the risk of migraine among relatives of

migraine probands and nonmigrainous controls (30,31). All of the family studies

demonstrate an increased family risk of migraine among the relatives of migraine
probands. In the early studies, relative risks ranged from 1.5 to 19.3 (30). Variation

in the family relative risk in the early studies is accounted for, at least in part, by a

number of methodological diVerences among these studies. First, diagnostic
criteria were variable and often poorly speciWed. Second, in many studies, mi-

graine probands were identiWed from specialty care centers. Since seeking medical

care for migraine is strongly associated with disability (35,36) and disability is
associated with familial aggregation (37), clinic-based studies are likely to over-

estimate familial aggregation. Third, in many studies, family history is obtained

from the index case, not by direct interview of the relatives. Since probands with
migraine are more likely to report migraine in their relatives than persons without

migraine, this method also leads to overestimation of familial aggregation (38).

Two recent population-based migraine family studies avoid many of the limita-
tions of earlier studies. Both of these studies show an increased risk of migraine in

the relatives of those with migraine. The studies diVer, however, in whether the

excess risk is speciWc to the type of migraine in the proband. In the Wrst study,
Russell and Olesen (39) identiWed 378 probands with and without aura from the

general population based on IHS criteria. First-degree relatives and spouses were

directly interviewed by telephone to determine migraine status. First degree
relatives of probands who had migraine with aura had a four-fold increased risk of

migraine with aura. The relatives of probands who hadmigraine without aura had

a 1.9-fold increased risk of migraine without aura – thus, suggesting that the
transmission of migraine type within families has a degree of speciWcity. Interest-

ingly, the spouses of probands withmigraine without aura had a 1.5-fold increased

risk of migraine without aura, suggesting the inXuence of either shared environ-
mental factors or assortative mating.

Stewart et al. (37) interviewed 511 Wrst-degree family members of 73 clinically

conWrmed probands with migraine and 72 matched controls without migraine.
Overall, the risk of migraine was 50% higher in the relatives of the migraineurs

than the nonmigraineurs. Migraine risk was particularly elevated (RR= 2.2) in the

relatives of those with disabling migraine. In contrast to the study of Russell and
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Olesen (39), no speciWcity in transmission was found. That is, the type of migraine
in the proband (with aura vs. without aura) did not diVerentially aVect the risk of

migraine in relatives. Nor was the risk to relatives speciWc to the type of migraine

in the proband, i.e., an increased risk of both types of migraine was found in family
members independent of the type of migraine in the proband. This study also

showed that the age of onset of migraine in the proband did not aVect the risk to

relatives, in contrast to the pattern seen in other disorders with a genetic basis.

Segregation analysis

The evidence from segregation analysis does not provide consistent evidence for

any single mode of inheritance (40–44). The inconsistent results may reXect the
genetic heterogeneity of migraine. Some families show apparent autosomal domi-

nant transmissions while others show autosomal recessive transmission with

incomplete penetrance.

Linkage studies

Linkage studies of familial hemiplegic migraine (FHM) have been an area of

interest and progress. The original report of linkage of FHM to a location on

chromosome 19 (45) has been conWrmed in many unrelated families (46,47).
However, some families with FHM did not show linkage to chromosome 19

(46,47). Thus, even this relatively stereotyped autosomal dominant disorder is

genetically heterogeneous. Linkage markers for some of the nonchromosome 19
FHM families have been tentatively identiWed on chromosome 1 (48). The Dutch

group has identiWed a speciWc pathogenic gene on chromosome 19 that codes for a

calcium channel protein subunit (49). It is possible that the gene or genes involved
in nonchromosome 19 FHM may code for functionally related proteins.

The relationship between this chromosome 19 locus and the more common

types of migraine is not clear. One group found an association between the
chromosome 19 marker and both migraine with and without aura in an aVected

sib-pair study of 28 families (50). Another group did not Wnd an association in a

small number of families (51). Perhaps the chromosome 19 marker is also
associated with more common types of migraine but the population-attributable

risk must be low. This work raises the intriguing possibility that migraine, like a

number of other episodic neurologic diseases, may be an ion channelopathy.
The heterogeneity of FHM underscores the likely heterogeneity of the more

common types of migraine. Future work should take heterogeneity into account

by looking for families with pathogenic genes which interact with each other and
with environmental factors to determine migraine risk. Population-based stra-

tegies are important for deWning the attributable risk for pathogenic genes and for

assessing gene–environment interactions.
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Diagnosis

Diagnosis of migraine is complicated by the episodic and heterogeneous nature of

the illness. Attacks vary in frequency, pain intensity, duration, and associated

headache features (5). Characterization of attacks is further complicated by the
fact that migraineurs often have more than one headache type and may have

trouble recalling which symptoms were associated with each headache type. Even

when recalled perfectly, the poor demarcation among the primary headache
disorders complicates the classiWcation of individual headache attacks which may

have features that defy classiWcation. In fact, there is some controversy as to

whethermigraine and tension-type headache represent distinct diseases (52,53) or
are opposite ends of a continuum of severity (54–56).

To improve the classiWcation of the headache disorders, the International

Headache Society (IHS), based on expert consensus, published a classiWcation
system for a broad range of headache disorders. This system represented an

enormous improvement over the past systems. Rather than using the traditional

nomenclature, these guidelines provided simpler, more informative terms. In
addition, the criteria were much more explicit, indicating which features were

required to diagnose particular headache disorders (57). The advent of these

criteria has facilitated epidemiologic research by providing standardized oper-
ational deWnitions of migraine. These criteria have been subjected to Weld testing

and have been found to be comprehensive when tested in a population-based

sample (58). In subspecialty clinics, however, it is diYcult to classify many
patients. This is primarily due to the large number of clinic patients that have

chronic daily headaches evolving from migraine (59–62). Despite their limita-

tions, the IHS criteria represent an enormous advance in headache classiWcation.
Selection and referral bias has also substantially inXuenced the study of mig-

raine. Most studies of headache are based on patients in primary or specialty care

settings. However, only a minority of headache suVerers ever consult physicians,
and fewer still consult neurologists or headache specialists (2–4). In clinic-based

studies, factors that contributed to seeking specialty care may be mistaken for

attributes of the disease. For example, several clinic-based studies reported an
association between migraine and high socioeconomic status (SES). In US popu-

lation-based studies, however, the inverse was found to be true – that is, low SES

was associated with migraine (1,20). Thus, at least in the US, migraine is a disease
of high SES in the clinic but not in the community.

Recall of headache onset (Wrst lifetime attack) is prone to a systematic bias

known as ‘‘telescoping’’; events in the past are assigned a time too close to the
present (17,63,64). The net eVect is a distortion of age-speciWc incidencemeasure-

ments. In addition, patients may also not reliably recall headache characteristics
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from the remote past – recalling only their most severe or most dramatic
attacks.

Prognosis

There are relatively few longitudinal studies on the natural history of migraine.

Bille followed a migrainous cohort for up to 40 years (17,18,65); although 62%

were free of migraine as young adults, only 46% were migraine-free after 40 years.
An additional 22% who were not migraine free reported past remissions. Thus,

migraine is often a condition of very long duration. Hockaday also reported

long-term remissions (66). Fry (67) and Waters (19,54), in other longitudinal
studies, noted the tendency for attacks to decrease in frequency and severity as

patients aged.

Clinic-based studies have reported on a subgroup of migraineurs who, after
years of episodic migraine, experience increasing attack frequency often coupled

with decreasing attack severity to the point that daily or near-daily headaches may

occur (68–70). This syndrome has been variously called chronic daily headache
evolving from migraine, transformed migraine, drug-induced headache, and

malignant migraine. In clinics, 46–87% of such patients are found to be overusing

acute headache medication (60,61,71–73).
Although medication overuse has been hypothesized to be the mechanism by

which daily headaches are perpetuated through a rebound cycle (69), rebound

headache has only been demonstrated for caVeine in a placebo-controlled trial.
Drug withdrawal alone has been reported to have a success rate of about 60%

(74,75). Since many clinic patients with this condition are not overusing medica-

tion, however, there may be a subgroup of migraine suVerers with a progressive
condition (60,61,71–73).

The prevalence of daily headache evolving frommigraine in the general popula-

tion has not been well studied. Estimates of the prevalence of chronic tension-type
headache (the only IHS diagnostic category for frequent headache) mostly range

from 1–3% (7,10,13,24,76–78). Two population-based surveys reported a preva-

lence of about 1–2% for frequent headache associated with migraine (based on
proposed criteria for Transformed Migraine) (62,77,78).

Implications for clinical practice

A number of conditions are more likely to occur in individuals with migraine than
in the general population. Population-based studies demonstrate that migraine is

comorbid with depression, anxiety disorders, andmanic depressive illness (79–88)

as well as epilepsy (89–92). In addition, migraine is associated with stroke in
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women below the age of 45 (93,94). The existence of comorbidity creates a need
for heightened diagnostic vigilance; detecting migraine implies an array of other

disorders are more likely. If comorbid illnesses are identiWed, treatment plans

should reXect the concomitant diagnoses (95).
Most studies of health care utilization have shown that most migraineurs are

not receiving medical care for their headaches and usually treat their headaches

with over-the-countermedication. The percentage of migraineurs who report ever
having consulted a physician for headache ranges from 15–60% (4,7,12,96), with

higher consultation rates in women than in men. Of these migraine suVerers who

have sought medical care, less than 15% have ever consulted neurologists and
fewer than 2% consult headache specialists (4). Most migraineurs take medication

for attacks though the majority take over-the-countermedication to the exclusion

of prescription drugs (97). High levels of pain, disability, and work-loss mandate
aggressive treatment for disabled migraine suVerers (12,96,98,99).

Conclusion

Migraine is a very common disorder, with highest prevalence during the peak

productive years – between the ages of 25 and 55. The prevalence is greater in
females than males after puberty, but the sex ratio varies with age. In the United

States, migraine prevalence is higher in those with lower incomes, possibly because

migraine interferes with work and schooling.
Family and twin studies support a role for genetic factors in migraine, but

inheritance is likely to be complex and multifactorial. Though FHM is sometimes

related to mutations on a calcium channel gene, speciWc mechanisms and gene–
environment interactions for more common forms of migraine remain to be

elucidated.

The impact of headache disorders on individuals and society is large and
provides an important target for public health interventions. Despite the wide-

spread disability produced by migraine and the increasing availability of eVective

treatment, the disorder remains undertreated and underdiagnosed.
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